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Abstract This paper reports the results of hybrid simulations of the Mars-solar wind interaction. The focus is on the role of the low altitude (<500 km) electron temperature profile on the ionospheric chemistry, dynamics, and loss rates of oxygen ions. It is found that the loss rates of O+ and O2+ from the Martian ionosphere are changed depending on the electron temperature profile being used. Test simulations show that diamagnetic effects (specifically the ambipolar electric field) are an important part of the solar wind interaction with Mars.

Plain Language Summary The research reported in this paper examines the role of the ionospheric electron temperature in the dynamic interaction of the solar wind with the Martian ionosphere. The scientific question being addressed is the amount of ionosphere Mars is losing to the solar wind and what are the key parameters that control that loss. This paper examines the control the ionospheric electron temperature exerts on the ion escape process. The research is performed by three dimensional computer simulation of the solar wind interaction with the Martian atmosphere and ionosphere.

1. Introduction

The objective of the Mars Atmosphere and Volatile EvolutioN (MAVEN) mission is to address the atmospheric dynamics of Mars; specifically the loss of the Martian atmosphere [cf. Jakosky et al., 2015]. A major focus is to understand the key parameters that control that loss. In this paper a parameter that might be a key to understanding the physics driving the ion loss is addressed. This parameter is the ionospheric electron temperature. The ambipolar electric field produced by the gradient of the electron pressure, \( p_e = n_e k_B T_e \), influences the dynamics. It is found that the electron temperature controls the ratio of the oxygen ion species being lost to space via the ion chemistry sensitivity to \( T_e \) at altitudes ranging from 150 to 250 km. In addition, the changes in chemistry lead to changes in the electron density that manifest themselves via the ambipolar term in the electric field, \( \nabla p_e \). The change in the chemistry also modifies the effective conductivity of the ionosphere and thereby the electrodynamics that drives ion motion. The research reported in this paper couples the electron temperature data from MAVEN [Ergun et al., 2015; Fowler et al., 2015], with results found by Ergun et al. [2016] and HALFSHEL hybrid results. Diamagnetic physics and the ambipolar electric field have been included within the HALFSHEL code for decades. In today’s simulations, a highly resolved ionosphere is self-consistently produced by photoionization and assorted chemical reactions including recombination using a prescribed electron temperature profile; see Brecht and Ledvina (2012). The \( \nabla p_e \) contribution to the dynamics of the ionosphere are thought to be realistic (if not entirely accurate) given the dynamic nature of the chemistry and the associated electron density coupled with the temperature profiles.

Ergun et al. [2016] have suggested that the selection of the electron temperature profile has a significant effect on the composition of ions lost from Mars and perhaps the loss rate. Their conclusions were based on simulations using both one and two-dimensional versions of the Combined Photochemistry and Ion Tracing (CAPIT) model. Conclusions based on the results are limited because CAPIT covers a small spatial region and makes additional assumptions about the magnetic field. Since the HALFSHEL code already contained the ambipolar term, \( \nabla p_e \) and a temperature profile, it was decided to examine the suggestions made by Ergun et al. [2016] and see if they held up within a global 3-D hybrid kinetic code.

The next section will discuss the science questions that were of interest and the motivation for the simulations. The subsequent section of the paper presents a discussion of the temperature profiles used to determine the role of the electron temperature profile. The following section of this paper presents the pertinent information about the HALFSHEL simulations. The next to last section discusses the results and the last section presents the conclusions drawn from this research.
2. Science Questions

The science question addressed in this paper is whether the electron temperature profile is a key parameter. Could the electron temperature profiles and the subsequent ambipolar electric fields be responsible for the ion losses calculated in HALFSHEL and ultimately measured by MAVEN? Another question addressed is, Does the electron temperature profile control the ratio of the O\(^+\) to O\(_2\)\(^+\) that is being lost?

While Brain et al. [2015] report only heavy ion loss rate, it is important to understand why simulations have differed in reporting differing ratios of O\(^+\) to O\(_2\)\(^+\). Again, Ergun et al. [2015, 2016] suggest that it is due to the electron temperature profile. However, the limited spatial extent of the simulations meant that they could not be certain. Mars Express, MEX, data [cf. Nilsson et al., 2011; Carlsson et al., 2006] report loss rates of the two species being close to equal. Nilsson et al. [2011] measurements were very limited in energy range (up to 50 eV) because only at these energies could a definitive separation of the oxygen ions be made. Ionospheric composition data from MAVEN published by Benna et al. [2015] and Ergun et al. [2016] show roughly equal amounts of O\(_2\)\(^+\) to O\(^+\) at altitudes up to 500 km. These finding are very interesting because simple photochemical results show the O\(_2\)\(^+\) rapidly dropping to near zero above 350 km (cf. Brecht and Ledvina [2012] and figures later in this paper).

Many simulations [cf. Dong et al., 2014, and references within] find that the dominate species lost is O\(^+\). The HALFSHEL simulations typically see O\(_2\)\(^+\) as the dominant species. Many simulation models do not have the \(\nabla p_e\) term in them and only use the electron temperature for the chemistry. The results of this research coupled with that of Ergun et al. [2016] provide insight into these issues.

To address the questions discussed in this section, a few HALFSHEL simulations were required. One simulation assumes \(\nabla p_e = 0\); thus, testing the importance of the \(\nabla p_e\) in general. The subsequent simulations used two different electron temperature profiles. In the first simulation the customary \(T_e\) profile used in Brecht et al. [2016] was employed. In the second simulation a profile representing a lower limit of the MAVEN temperature data using the profile fit derived in Ergun et al. [2015] was employed. Inserting the lower range of the measured MAVEN temperature into the HALFSHEL code provides an opportunity to study the sensitivity of the simulation results to the \(T_e\) profile.

3. Electron Temperature

The electron temperature treatment within the HALFSHEL code is discussed in the following subsections of the paper. As will be discussed below, the temperature profile used in Brecht et al. [2016] is a combination of temperature models. Earlier worked only used that of Shinagawa and Cravens [1989] for lower altitudes and a solution to a temperature equation at higher altitudes. The previous profiles represented the high side of the electron temperature measured by MAVEN. In this work we explore the effect of using a lower limit to \(T_e\) on the solar wind interaction with Mars.

3.1. Application of Electron Temperature Equation

The electron temperature profile is held constant below 500 km. Above this altitude equation (1) the electron temperature equation is solved. The altitude for the model transition could be lowered, but the decision was made not to change it. The electron temperature is evolved by solving the following equation

\[
\frac{\partial T_e}{\partial t} = -\mathbf{u}_e \cdot \nabla T_e - \frac{3}{2} T_e \nabla \cdot \mathbf{u}_e + \frac{2}{3} \eta \mathbf{B}^2 / n_e
\]  

(1)

where \(\mathbf{u}_e\) is the electron fluid flow velocity and \(\eta\) is the plasma resistivity. Solutions and implementation of equation (1) have been successfully tested and compared to data [cf. Brecht et al., 2016]. The solution to equation (1) provides the changes in \(T_e\) needed to drive the electron impact ionization model in HALFSHEL (cf. Cravens et al. [1987] for the cross sections). However, the altitude of interest (below 500 km) means that these processes will not be significant due to the low electron temperatures. For the purposes of this paper there will be no further discussion of this process as each simulation used the same solar wind conditions, thus producing the same ionization of the hot oxygen corona.

3.2. Static Electron Temperature Profiles:

Ergun et al. [2015, 2016] reported dayside electron temperatures for a variety of MAVEN orbits, specifically the “deep dip” orbits that reached altitudes of ~130 km at low solar zenith angles. Large variations in \(T_e\) were
measured particularly in the altitude range of 250 km to 500 km. Below 250 km the variations were greatly reduced. Ergun et al. [2015] produced an analytic form for the median values of $T_e$ and then used it in CAPIT Ergun et al. [2016]. In the research reported here the analytic form from Ergun et al. [2015] was used in HALFSHEL. The form of the fit is reproduced below:

$$T_e(eV) = \frac{T_{eh}(eV) + T_{el}(eV)}{2.0 + \frac{T_{eh}(eV) - T_{el}(eV)}{2.0 \times \tanh((\text{altitude} - z_0)/h_0)}}$$

(2)

where Ergun et al. [2015] used $T_{eh} = 0.271$ eV for the electron temperature at the top of the fit (500 km), $T_{el} = 0.044$ eV for the electron temperature at the bottom of the fit (~0 km), with the parameters $z_0 = 241.0$ km and $h_0 = 60.0$ km coming from the least squares fit of the MAVEN temperature data. The low-altitude temperature for the fit is the same for all profiles.

In earlier simulations the electron temperature profile from Shinagawa and Cravens [1989], referred to in this paper as S&C, was used. This profile was developed from Viking measurements that occurred during solar minimum. Simulations reported in Brecht and Ledvina [2014] and earlier used S&C. Brecht et al. [2016] used a combination of S&C and the electron temperature from the Mars Thermospheric Global Circulation Model, MTGCM. The electron temperatures from the MTGCM model were used for altitudes up to 250 km (the top of the MTGCM grid) and then the S&C profile is used. The MTGCM temperatures were determined from a standard formulation based upon Viking measurements [e.g., Fox, 1993]. Recall that the electrons are treated as a fluid and much of the physics to accurately calculate the electron temperature at lower altitudes is not in the code: hence the decision to hold the electron temperature constant consistent with the MTGCM code and S&C. To examine the effect of the extreme (coldest electron temperatures) on the chemistry and the subsequent plasma dynamics, $T_{eh}$ was chosen to be 0.2 eV at 500 km consistent with cold limit of the data at that altitude. Henceforth, this profile will be called the low $T_e$ MAVEN fit.

Figure 1 shows the S&C electron temperature profile (black) used in previous simulations and that used from the MTGCM model (dotted black line). In the current simulations the MTGCM electron temperature is smoothly merged into the S&C temperature model at high altitudes. The magenta line is the standard $T_e$ fit used by Ergun et al. [2016] in the CAPIT code. The blue line is the Ergun et al. fit applied to the lower range of MAVEN $T_e$ data as reported by Ergun et al. [2015, 2016] and used in the simulation. The red line represents the fit, equation (2), applied at the high-temperature end of the data at 500 km altitude. The high-temperature fit (red line) shows that the S&C profile is representative of the high end of the MAVEN temperature data until slightly above 250 km altitude. Lower than that, S&C is a warmer profile until one reaches about 150 km altitude. The combination of the MTGCM and S&C, MTGCM/S&C, profiles used in many of the simulations is cooler at low altitudes. Recall that the minimum temperature for the fit that produced equation (2) is 510°K (0.04 eV). This minimum is due to instrument limitations.
In earlier simulations where only the S&C fit was used, it was assumed that the electron temperature dropped on the nightside of Mars. This assumption was implemented using the solar zenith angle dependence reported by Singhal and Whitten [1988]. This approach seemed to be a reasonable since on the Earth’s nightside the $T_e$ is measured to be cooler than on the dayside [cf. Otsuka et al., 1998]. In the more recent simulations, it was assumed that the profile was a constant around the planet consistent with the assumption made in the MTGCM code. It would seem that this assumption is not as bad as one would think. Fowler et al. [2015] reported $T_e$ profiles that were surprisingly warm on the nightside. Not only did the temperature profiles not drop off in the nightside of Mars the data suggests that it might be credible to increase the temperature profiles on the nightside.

3.3. Effect of the Electron Profiles

The electron temperature is used in calculating the $\nabla p_e$ term and in the chemistry package [cf. Brecht and Ledvina, 2012]. The chemical reactions dependent on $T_e$ are

$$\text{CO}_2^+ + e \rightarrow \text{CO} + \text{O}$$

$$3.5 \times 10^{-7} \left(\frac{300}{T_e}\right)^{0.5} \text{cm}^{-3} \text{s}^{-1}$$  \hspace{1cm} (3)

$$\text{O}_2^+ + e \rightarrow \text{O} + \text{O}$$

$$1.95 \times 10^{-7} \left(\frac{300}{T_e}\right)^{0.7} \text{cm}^{-3} \text{s}^{-1} \ (T_e < 1200 \text{ K})$$

$$7.38 \times 10^{-9} \left(\frac{1200}{T_e}\right)^{0.56} \text{cm}^{-3} \text{s}^{-1} \ (T_e > 1200 \text{ K})$$  \hspace{1cm} (4)

Equations (3) and (4) reveal that recombination is reduced if the temperatures are increased. Figure 1 shows that MTGCM/S&C profile used in the past was hotter than the low $T_e$ MAVEN profile (blue line) and Ergun et al. [2015] fit to the MAVEN data (magenta line) down to $\sim 180$ km altitude. The MTGCM/S&C profile is cooler up to approximately 180 km altitude, thus increasing the recombination rate of the CO$_2^+$ and the O$_2^+$. This implies that the “nominal” profiles increase the presence of CO$_2^+$ and the O$_2^+$ relative to Ergun et al. type of profiles above 180 km. Below 180 km altitude the O$_2^+$ density increases with the low $T_e$ MAVEN profile. Ergun et al. [2016] discusses the changing recombination rates relative to the chemistry used in the CAPIT code and reaches similar conclusions.

Indirectly, the electron temperature also affects the following equation because we assume that the ion temperature at low altitudes ($<500$ km) is equal to the electron temperature.

$$\text{O}^+ + \text{CO}_2 \rightarrow \text{O}_2^+ + \text{CO}$$

$$1.1 \times 10^{-9} \text{cm}^{-3} \text{s}^{-1} \ (T_i < 800 \text{ K})$$

$$1.1 \times 10^{-9} \left(\frac{800}{T_i}\right)^{0.39} \text{cm}^{-3} \text{s}^{-1} \ (T_i > 800 \text{ K})$$  \hspace{1cm} (5)

We could calculate the ion temperature from the particle ions, but it is a very time consuming process and the code does not have all of the processes for heat transport as will be discussed later in the paper. The ion temperature-driven reaction does not become temperature dependent until one reaches roughly 180 km for the MTGCM/S&C and the low $T_e$ MAVEN fit from equation (2). Above 180 km the reaction rate is decreased more by the MTGCM/S&C profiles than by the low-temperature MAVEN fit.

Figure 2 displays the oxygen ion and CO$_2^+$ profiles calculated at the subsolar point using the nominal (MTGCM/S&C) $T_e$ profile and the low $T_e$ fit from equation (2). One notices that unlike the data reported by...
The next feature to notice is that CO$_2^+$ is slightly modiﬁed with the changing temperature proﬁle and that the modiﬁcation occurs at low densities and above 250 km altitude. The oxygen ion proﬁles do the opposite. They change near and below 250 km altitude. The O$^+$ proﬁle shows significant sensitivity to the $T_e$ proﬁle between 180 km and 280 km altitudes. The O$_2^+$ proﬁle starts to change below 260–270 km and actually switches the ratio between the nominal and low $T_e$ MAVEN ﬁt at approximately 190 km altitude. None of the ion density proﬁles undergo large changes due to the change in the electron temperature proﬁle. All of the ion density proﬁle changes are consistent with the changes in the temperature proﬁles.

The electron density does show signiﬁcant changes in both magnitude and proﬁle shape below 280 km altitude. The new $T_e$ proﬁles will modify the diamagnetic behavior of the plasma and the ambipolar electric ﬁeld via the $\nabla p_e$ term. Since $p_e = n_e k_B T_e$, the changes in the temperature proﬁle changes the gradient of $T_e$. Changes in $T_e$ also change the chemistry thus changing the gradient of the electron density. These changes will modify the electric ﬁelds generated within the ionosphere and subsequent plasma dynamics.

Figure 3 illustrates the changes in the radial electric ﬁeld, $E_r$, as a function of altitude. This plot was made from the subsolar proﬁles shown in Figure 2. The radial electric ﬁeld oscillates about zero at the low altitudes (<250 km) and then swings positive for both $T_e$ proﬁles above 250 km altitude. Below 250 km the ﬁeld strength is below ±5 $\mu$V/m. Above 250 km altitude the MTGCM/S&C $T_e$ proﬁle swings up to about 9 $\mu$V/m while the low $T_e$ MAVEN proﬁle reaches about 5 $\mu$V/m. In the dynamic situation where plasma advection takes place these values change. However, this ﬁgure does illustrate and explain some of the results to be reported in the results section of this paper.

4. Model Information
4.1. Simulation Parameters

The HALFSHEL hybrid particle code has been described in detail in a variety of papers. The most recent is Brecht et al. [2016]. Unlike a ﬂuid code, a particle code uses an Euler-Lagrangian approach. Therefore, a particle code can include multiple overlaid grids for differing purposes because the particle location and velocities are independent of a grid.

The HALFSHEL code uses multiple grids: a Cartesian grid for electromagnetic solves and plasma dynamics and a set of spherical grids for high resolution chemistry and collisions. The spatial resolution in the Cartesian grid is 100 km. The spherical grid where chemistry and collisions are calculated employs 10 km radial resolution (extending from 140 km to 850 km in altitude) and 1.4$^\circ$ in angular resolution. The time resolution is 0.02 s for the plasma advection and the magnetic ﬁeld evolution and 0.05 s for the chemistry equation solutions. The small time step for the chemistry solver allows accurate solution of the chemistry equations for all situations: solar minimum to solar maximum. It also allows accurate solutions over the range of neutral density variations found in the Mars Thermosphere Global Circulation Model, MTGCM, code. The MTGCM model will be discussed in section 4.2.5. Brecht et al. [2016] discuss convergence tests performed.
with the Cartesian grid. It was found that the ion escape rates were not changed with 150 km or 100 km Cartesian cells. However, in those tests the fine spherical grid was the same for both cases and for the simulations reported in this paper. One final note, at the surface of Mars, 1° represents ~59 km. The angular resolution used here (1.4°) represents ~83 km. Only the radial resolution (10 km) needed to resolve the scale height of the Martian neutral atmosphere is significantly smaller than the 100 km resolution of the Cartesian grid.

The solar wind parameters used in the simulations are as follows: The solar wind speed was 485 km/s, the interplanetary magnetic field, IMF, magnitude was 3 nT with a Parker spiral angle of 56°, and the solar wind density was 2.7 H+ cm⁻³. The rotational axis of the planet is tipped at 25.19° with the orientation determined by the solar longitude, Ls. The solar EUV level used represents a median value of the solar activity at the time of the MAVEN arrival. As represented by the F₁₀.₇ proxy at Earth, the EUV level was F₁₀.₇ = 130. The photo ionization rates within the chemistry are set to an EUV level represented by the F₁₀.₇ proxy adjusted from Earth to Mars using 1/R² scaling to the appropriate location of Mars. The planet was placed at Ls = 270°. The neutral atmosphere applied in the set of simulations to be discussed was created for Ls = 270° and the neutral winds were included in the simulations. The Coordinated Mars Time, MTC, was chosen to orient the geographical longitude of 270° toward the Sun.

4.2. Models Operating With HALFSHEL
Accurate simulation of the solar wind interaction with the Martian ionosphere requires a suite of models for important processes. In the next subsections, these models are briefly discussed. Figure 4 shows a schematic of the HALFSHEL code illustrating the models used and how they are connected to one another.

4.2.1. The Photochemistry Model
The photochemical driven chemistry model produces and maintains the ionosphere in the simulations. However, it is not assumed that the ionosphere is in photochemical equilibrium. The ion-neutral chemical reactions (photochemistry) used in HALFSHEL can be found in Brecht and Ledvina [2012]. The reaction set is similar to those reported by Liu et al. [2001] and Ma et al. [2002, 2004]. Each numerical particle has a density associated with it, and the density is modified by the ion-neutral chemistry using the combined ion densities from particles within a spherical grid cell. New particles are created if the ion production rate exceeds the loss rates within each spherical cell. Otherwise, existing particles have their density decreased by chemical processes.

4.2.2. The Ion Collisionsal Model
The collisional model addresses particle-by-particle collisions using the high-resolution grid and the velocity of each particle. The HALFSHEL code treats the ion drag by colliding the H⁺, O⁺, and O₂⁺ particles with atmospheric CO₂ and O using their respective collision cross sections. Currently, heating of the particles, randomization of their trajectories is not included. The interaction is simply an energy loss (drag) from the moving particles. This is a “conservative” approach for examining ion loss because it overestimates the energy deposited in the neutrals and underestimates the ion energy. The neutral profiles are untouched; thus, the energy transfer to the neutrals is not accounted for in the simulations, although the ions energy and momentum is changed via neutral winds. The ion-neutral collision frequencies were taken from the expressions in Shunk and Nagy [2000] using the neutral polarizability [Shunk and Nagy, 2000, Table 4.1]. The ion-ion collisions are not included in the simulations because the ion densities are low with respect to the neutral density.
4.2.3. The Conductivity Model

Hall and Pedersen conductivities are included in the electric field solutions. The generalized electric field including the Hall and Pedersen terms comes from a text by Mitchner and Kruger [1973] and replaces the normal simplified electric field equation with a more complex form to encompass the conductivity tensor. The generalized electric field [Mitchner and Kruger, 1973] is

$$E = \left( J + \beta e J \times B + s(B + B_0) \times (J \times (B + B_0)) \right) / \sigma - \nabla \rho_e / (\rho_e n_e)$$ (6)

where the $\sigma$ is the electron conductivity defined as $(n_e e^2)/(m_e \nu_{et})$, $\nu_{et}$ are the electron collision frequencies (electron-neutral and electron-ion), $J$ is the current density, $\beta_e$ is the electron Hall parameter, and $(\nu_{et}/\nu_{in})$ with $\omega_{en} = eB/cm_e$ is the electron cyclotron frequency. $B$ is the evolving magnetic field and $B_0$ is the crustal magnetic fields. The “ion slip factor,” $s$, is $(\rho_i/\rho)^{1/2} \beta_i$ where $\rho_n$ is the neutral mass density, $\rho$ is the total mass density (ion + neutral), and $\beta_i$ is the ion Hall parameter $(\nu_{io}/\nu_{in})$. The electron-ion collision frequencies are calculated from Spitzer [1962]. The electron-oxygen (neutral) and electron-CO$_2$ (neutral) collision frequencies were taken from Strangeway [1996].

The plasma resistivity for the electron Hall and Pedersen terms are computed from the local spherical grid quantities of electron density, ion density, neutral density, and magnetic field at each time step. The ion contribution comes from the ion-neutral collision frequency and the ion cyclotron frequency calculated locally at each spherical grid point, and the electron-ion collision frequency. Note, the $\nabla \rho_e$ term in equation (6) produces ambipolar electric fields that can be both parallel and perpendicular to the magnetic field. In Brecht and Ledvina [2010] it was found that the HALFSHEL simulations produced parallel electric fields in the tail region of Mars with potential drops consistent with Mars Global Surveyor, MGS, and MEX data. Both the MGS data and the MEX data have revealed the presence of aurora [Brain et al., 2006; Halekas et al., 2008; Bertaux et al., 2005; Lundin et al., 2006a, 2006b; Leblanc et al., 2006, 2008].

4.2.4. The Crustal Magnetic Field Model

The discovery that Mars possessed crustal magnetic fields, see Acuña et al. [1998, 1999], required that the HALFSHEL code have a crustal magnetic field model. The crustal magnetic field model from Purucker et al. [2000] is embedded in the code. This model returns magnetic field components for altitudes ranging from near surface to beyond 2 $R_{\text{Mars}}$. The Martian geographical location, the surface longitude and latitude specifies the crustal magnetic field orientation. The subsolar point of the crustal field models is specified by the solar longitude, $L_s$, and Coordinated Mars Time, MTC, where MTC = 0 is longitude 0° at the Airy crater. The code carries the full 3-D crustal field at the resolution of the code. The code includes planetary rotation and inclination; thus, the crustal magnetic fields corotate with the neutral atmosphere.

4.2.5. The Neutral Model

Past research has determined that the chemistry and its response to advection is a crucial part of understanding the ionospheric dynamics and the subsequent loss rates from Mars [Brecht and Ledvina, 2012]. The HALFSHEL code has the ability to make use of the full three-dimensional neutral dynamics and couple it to the ionospheric dynamics. In the research reported here a full three-dimensional neutral atmosphere has been placed within the hybrid code, HALFSHEL. However, the coupling is only one way at this point with the neutral density and flows not being affected by the ionospheric dynamics. The neutral atmosphere incorporated with HALFSHEL comes from the Mars Thermospheric Global Circulation Model, MTGCM, code. The MTGCM is a finite difference primitive equation model that self-consistently solves for time-dependent neutral temperatures, neutral-ion densities, and three-component neutral winds over the Mars globe [e.g., Bougher et al., 1999a, 1999b, 2000, 2002, 2004, 2006, 2008; Bell et al., 2007]. The density profiles have been extrapolated above the nominal altitude (250 km) used as an upper boundary for the MTGCM code.

4.2.6. Corotation of the Neutrals

The MTGCM neutral models assume that the atmosphere corotates with the planet. The simulations reported here do not make that assumption. Therefore, the corotation is added to the neutral flows provided from the MTGCM code. The equatorial corotational velocity of Mars ranges from roughly 245 m/s at the surface to slightly more than 280 m/s at 500 km. The MTGCM code indicates that vertical winds can reach 30 m/s while the zonal winds reach velocities (400 m/s) which are in excess of the corotational velocities. The ions created by photochemical processes are given the neutral velocity values at their location as provided by the MTGCM neutral atmosphere plus the correction for corotation velocity. The presence of the corotation velocity will reduce drag on particles being accelerated toward the east (dawn) but increase it for those going westward (dusk). With the presence of the neutral flow fields, the imposed electromagnetic fields from the solar wind,
and the rotating crustal fields, it is unlikely that the ionosphere is locked into corotation. Whether it is or not is determined self-consistently by HALFSHEL.

5. Numerical Results

The HALFSHEL code was run for three cases. The first used the nominal $T_e$ profile, MTGCM/S&C. The second test was to use the low-temperature MAVEN profile (magenta line) shown in Figure 1. The last test was to turn the ambipolar electric field off, $\nabla p_e = 0$.

The loss rates for each simulation are calculated from particles as they pass through a virtual box $2 R_M$ from the center of the planet. The loss rate results are summarized in Figure 5. The loss rates are plotted as a function of simulation time (seconds) for each oxygen ion species. The simulations are stopped when the loss rates reach a steady state. The exception to this is in the case where $\nabla p_e$ was turned off (set to 0). The trend for the purposes of this paper was clear and required no further running time.

The blue and red/rust color display the time-dependent loss rate during the course of the simulation for the $\nabla p_e = 0$ case. The loss rates are noisy and roughly 2 orders of magnitude below the results of the other
simulations. The $O^+$ loss is larger than the $O_2^+$ loss rate. The standard deviation for the last 100 s are $1.4 \times 10^{22}$ $O^+/s$ and $9.5 \times 10^{21}$ $O_2^+/s$.

The nominal simulation (MTGCM/S&C) represented by the gold (almost red when overlaid by the other data, see Figure 5b) and purple symbols is the result reported for the MTC = 270° and $F_{10.7} = 130$ case in Brecht et al. [2016] with the $O^+$ loss rate a factor of three smaller than the $O_2^+$ loss rate. This result is typical of all of the results reported by Brecht and Ledvina to date. The standard deviation for these data are $2.2 \times 10^{23}$ $O^+/s$ and $2.5 \times 10^{23}$ $O_2^+/s$. These results show very little noise.

The simulation results using the fit to the low temperature portion of the MAVEN data are represented by the cyan ($O_2^+$) and green ($O^+$) data. In this case, the $O^+$ and $O_2^+$ loss rates show significant noise. The standard deviations for these data are $6.6 \times 10^{23}$ $O^+/s$ and $1.8 \times 10^{24}$ $O_2^+/s$. While the $O_2^+$ loss rates are higher than the $O^+$, the rates are closer than in the nominal situation. The loss rates shown in Table 1 are obtained by taking the mean of the data for the last 100 s of the series.

If one uses two standard deviations to represent the extent of 90% of the results, one sees that there is an overlap in the oxygen ion loss rates: $5.0 \times 10^{24}$ $O^+/s$ (upper bound) and $4.4 \times 10^{24}$ $O_2^+/s$ (lower bound).

To examine the role of plasma advection on the ionospheric ions, cuts through the $O_2^+$ and $O^+$ densities on the spherical grid are produced. The cuts are made at 270° longitude and reflect the densities from pole to pole through the subsolar point located at latitude $-25.19°$ south of the planetary equator. Please note that geographic coordinates are often very different from the Mars Solar Electric, MSE, coordinates or in this case the solar zenith angle coordinates. The MSE is defined by the direction toward the Sun, the magnetic field component perpendicular to the solar wind, and the convection electric field ($E = -V \times B$). In these simulations the MSE north pole is at a geographic latitude of roughly 65°.

Figure 6 shows the densities for $O_2^+$ and $O^+$ using the MTGCM/S&C $T_e$ profile (nominal). Figure 6a displays the $O_2^+$ density for a cut through the subsolar longitude of 270°. Figure 6b

<p>| Table 1. Loss Rates for Each $T_e$ profile |
|-----------------|-----------------|-----------------|-----------------|</p>
<table>
<thead>
<tr>
<th>Electron Profile</th>
<th>$O^+$ Loss Rate ($#/s$)</th>
<th>$O_2^+$ Loss Rate ($#/s$)</th>
<th>Total Loss Rate ($#/s$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MTGCM and S&amp;C $T_e$</td>
<td>$6.0 \times 10^{24}$</td>
<td>$1.8 \times 10^{25}$</td>
<td>$2.4 \times 10^{25}$</td>
</tr>
<tr>
<td>MAVEN low $T_e$</td>
<td>$3.7 \times 10^{24}$</td>
<td>$8.0 \times 10^{24}$</td>
<td>$1.2 \times 10^{25}$</td>
</tr>
</tbody>
</table>

Figure 6. Plot along the subsolar longitude versus altitude of (a) $O_2^+$ density ($#/cm^3$) and (b) $O^+$ density ($#/cm^3$) for nominal $T_e$ profile. Color bar is in log$_{10}$ of density.
displays the O\(^+\) for the same cut. Both Figures 6a and 6b show structured transport to high altitudes with densities consistent with those reported by Benna et al. [2015] and Ergun et al. [2016]. Comparison with Figure 2 offers some insight into the role advection plays in the dynamics of the measured ionosphere of Mars. The plots using the low \(T_e\) MAVEN profile show very similar results and thus are not shown.

Figures 7a and 7b display the O\(^+\) and the O\(_2\)\(^+\) densities at an altitude of 250 km. These results are from the low \(T_e\) MAVEN simulation. One can clearly see the subsolar region at longitude 270° latitude \(-25.19°\). The tip of the planet at \(L_s = 270°\) is evident from the photoproduction taking place at the illuminated south pole. This figure also displays the ion density structures found around the planet. One also sees nightside O\(_2\)\(^+\) but little nightside O\(^+\). The nightside O\(_2\)\(^+\) is due to advection of the plasma from the dayside. The results from the simulation with the nominal electron temperature profile are not shown because there is little difference between the densities from the two simulations. Examination of Figure 2 reveals that one would expect very similar densities for O\(^+\) and the O\(_2\)\(^+\) at 250 km altitude. These figures offer little indication of why the oxygen ion loss rate is twice as high for the nominal case. One might expect unusual dynamics in the subsolar region because the largest crustal magnetic field is nearby, see Acuña et al. [1998, 1999], and there seems to be some evidence of the crustal fields exerting their influence in the patterns seen in the figures.

Figures 8a and 8b offer some evidence that the structure might be caused by the crustal magnetic fields. Shown in Figures 8a and 8b are the densities for the O\(^+\) and O\(_2\)\(^+\) from the MTGCM/S&C electron temperature profile plotted at a constant altitude, 180 km. At this altitude there is very little plasma motion and the little motion comes from the neutral winds. What structure there is does coincide with the crustal magnetic fields. The day/night terminator is clearly seen in Figures 8a and 8b. Recall that the plots are in geographic coordinates and the crustal magnetic fields do play a nonintuitive role in the advection of the plasma in the tipped rotating planet situation. An example of the nonintuitive behavior of the crustal magnetic fields can be found in plots made of the crustal field location as plotted in MSE coordinates with changing MTC [Ledvina et al., 2017]. Again, the results from the simulation using the low \(T_e\) MAVEN profile produce virtually identical results at 180 km as one would expect based on the results shown in Figure 2.

Another change in the simulation results was noted. This change was in the spectra of the oxygen ions lost to space. In Figure 9 the flux distribution function for both oxygen ion species is plotted as a function of the particle kinetic energy. The units of the distribution are ions/(cm\(^2\) s sr eV). The data for this plot was collected via a virtual box at 2 \(R_m\) from the center of the planet. All ions passing through this virtual box are collected in a data table which has velocity, location, density, and time of passage. From these data the distribution function can be computed. The solid lines show the O\(^+\) distribution for both \(T_e\) profile simulations, while the

---

**Figure 7.** (a) O\(^+\) and (b) O\(_2\)\(^+\) density (#/cm\(^3\)) contours at an altitude of 250 km shown in log\(_{10}\) levels. The contours are the result of using the MAVEN profile.
dashed lines display the \( \text{O}_2^+ \) distribution functions. There is no obvious acceleration relative to each simulation or even each species. The red lines from the MTGCM/S&C profile labeled MTGCM consistently shows a higher value throughout most of the energy range. This is in agreement with the loss rates shown in Table 1.

There are some interesting features displayed by the distribution functions. The bump found in the distribution function between 1 and 10 keV is from the energetic ions removed from the planet in the direction of the convection electric field. This feature is often referred to as the plume. In this region the \( \text{O}_2^+ \) flux is the same for both simulations. However, the \( \text{O}^+ \) still displays the ratio of the loss rates listed in Table 1. In the energy range of interest, the \( \text{O}^+ \) flux is significantly lower than the \( \text{O}_2^+ \) flux.

Figure 8. (a) \( \text{O}^+ \) and (b) \( \text{O}_2^+ \) density (#/cm\(^3\)) contours at an altitude of 180 km shown in \( \log_{10} \) levels. The contours are the result of using the nominal MTGCM/S&C profile.

Figure 9. Escaping ion flux (#/(cm\(^2\) s sr eV)) distribution for \( \text{O}_2^+ \) (dashed lines) and \( \text{O}^+ \) (solid lines) plotted for the nominal \( T_e \) profile (red) and the low \( T_e \) fit to MAVEN data (blue) as a function of energy.
region from 60 eV to 600 eV, one notes that the loss fluxes for the two ion species become comparable for both simulation situations. This is unexpected.

To summarize, changing the electron temperature profile from a rather warm profile, MTGCM/S&C, to one representing the lower limits of the electron temperatures measured by MAVEN and reported in Ergun et al. [2015, 2016] results in changes in the ion loss rate from Mars by a factor of roughly 2. Further, the composition ratio (the ratio of O⁺ to O₂⁺) changes from 1:3 to 1:2. However, there has not been much evidence to indicate why these changes take place. Figure 3 offers a suggestion as one sees the electric field driven by the ∇pₑ term change sign and magnitude as a function of altitude with the nominal profile producing the most pronounced swings in the electric field. Still the profiles shown in Figure 3 are at the subsolar

Figure 10. Contour plots of ∇pₑ driven ambipolar radial electric field at three altitudes (200 km, 250 km, and 300 km). (a–c) From the simulation using the low Tₑ MAVEN temperature fit. (d–f) From the simulation using the nominal MTGCM/S&C fit.
Figures 10a and 10d offer some insight into why the two electron temperature profiles produce differing ion loss rates. In Figure 10a one sees a few localized places where there is a positive radial electric field. However, much of the surface has $E_r$ at or very near zero. Examining Figure 10d, one finds a very different situation. There are places with strong negative $E_r$ but larger regions where the $E_r$ is positive and strong. It has been found in past simulation work by both Brecht and Ledvina [2006, 2012] and Liu et al. [2001] as well as from data [Lundin et al., 2004] that the altitude where the ion removal is strongest is between 200 and 250 km.

At 250 km Figures 10b and 10e show similar results with the bulk of the plane displaying negative radial electric fields with a value of $-10$ μV/m. This is consistent with Figure 3. One does see some regions where there is a positive radial electric field reaching 10 μV/m. The 300 km plots in Figures 10c and 10f display a preponderance of positive radial electric fields again with peak value of 10 μV/m. The structure seen in Figures 10c and 10f mimics that of the structure revealed in Figure 7b. Close inspection of Figures 10c and 10f reveals that for the nominal electron temperature case, Figure 10f, one sees that the dayside (180°–60° longitude) has a larger region of positive $E_r$ values. There seems to be no difference on the nightside.

Figures 10a and 10d (200 km) show a neutral to strongly positive net field below a net negative $E_r$ at 250 km (Figures 10b and 10e) and then a strong positive field at 300 km (Figures 10c and 10f) for both simulations. This is consistent with Figure 3. All of this suggests that to remove more ions, one needs to get them moving upward at lower altitudes where the density is higher. It appears this injects the ions into a region above 275 km where the radial electric field can really begin to accelerate them. At 300 km the positive $E_r$ from the $\nabla p_e$ covers a larger area in the nominal case that in the low $T_e$ MAVEN case. This may explain the changing loss rates with respect to the electron temperature profile. In Figures 10c and 10f it is not obvious whether the maximum fields are the same, as the color bar hides small difference. However, Figure 3 would suggest that the fields are stronger in the nominal case by a factor of ~2. This does not seem to be the case when plasma advection is included; again see Figures 10c and 10f. Figure 9 suggests that there is not a difference in acceleration but simply a difference in the number of ions being removed from the ionosphere. The fact that Figures 10c and 10f do not indicate significant differences in the field strength but differences in the area covered suggests that the nominal case simply leads to more ions coming from a broader region of the Martian ionosphere.

6. Discussion and Conclusions

The role of the electron temperature have been investigated by changing the $T_e$ profile used in the hybrid particle code HALFSHEL. The new MAVEN electron temperature data coupled with the fit function from Ergun et al. [2015] provided an opportunity to assess the sensitivity of the solar wind interaction with Mars to changes in the electron temperature.

Interesting changes occurred in the simulations when the ionospheric electron temperature profile was modified. Some of the results were unexpected and some were expected. The expected changes were that the temperature dependence of several of the recombination reactions did make a difference in the densities of the oxygen ion balance found in the ionosphere, Figure 2. This had been predicted by a variety of authors over the years and certainly by Ergun et al. [2016]. Ergun et al. [2016] had also suggested that ratio of oxygen ions lost to space would change. The HALFSHEL results confirmed this. With the low $T_e$ profile motivated by the MAVEN data, it was found that the ratio of O$_2^+$ to O$^+$ lost changed to 2:1 rather than the 3:1 ratio reported earlier by Brecht et al. [2016]. However, the low $T_e$ MAVEN fit also had enough noise to argue that in many places, ratio of oxygen ion species could approach 1:1. The oxygen ion loss rate was reduced by a factor of 2 when the profile was changed from that determined by using the MTGCM/S&C temperature profile to the fit, equation (2), of the low $T_e$ MAVEN data, Table 1.

It is found, as expected, that the photochemistry changes with differing $T_e$ profiles, Figure 2. The chemical changes were found only in specific altitude ranges between ~250 km and 180 km. Advection of the
plasma modifies the typical photochemical altitude profile, Figure 2. Instead of finding $O_2^+$ dropping to densities of 1 by 350 km altitude, Figure 2, one sees advection of high densities to altitudes of 500 km or more, Figure 6. This result is in agreement with data [Benna et al., 2015; Ergun et al., 2016].

An unexpected result was that examination of the plasma spatial distribution and altitude dependence did not offer any insight into the changes of oxygen ion composition ratio or the total loss rate driven by the changing $T_e$ profile. Examination of the ambipolar radial electric field, $E_r$, created by the $\nabla p_e$ term does indicate a possible explanation. Figure 10 illustrated that changing the electron temperature profile did modify the strength of $E_r$ in the altitude range of 200 km to 250 km. This is precisely the range where a majority of the escaping ions are launched. In addition, the ambipolar $E_r$ is found to be positive over a larger region of the dayside of the planet for the MTGCM/S&C profile.

Only the radial electric field created by the $\nabla p_e$ was examined. The other components of this ambipolar source of electric field can and probably do play a role in the structure and escape of the ions as they interact both with the electric fields and the magnetic fields intrinsic of the Martian system (crustal magnetic fields) and those imposed by the solar wind.

Finally, it was noted that as one progressed from simulations with no ambipolar electric field, $\nabla p_e = 0$, to the high temperature profiles often used in the past [cf. Brecht et al., 2016], the noise in the loss rates of each oxygen ion species was reduced. The reason for this result is not clear. One numerical test was performed. The test required the $T_e$ profile to remain the same, MTGCM/S&C, but the temperature used in recombination chemistry, equation (3)–(5), was set to very cold. In this experiment it was found that the total loss rate did not change from our nominal loss rate but the ratio between $O_2^+$ and $O^+$ went to nearly one (1). The ion density profiles were very strongly modified in the test case thus changing the $\nabla p_e$-driven electric fields.

It is clear that future research should address the changes that occur as one tests the MAVEN motivated $T_e$ profile for varying crustal magnetic field orientations. The use of differing neutral atmosphere models representing changes in the EUV flux is also important because the chemistry is dependent on both the neutral densities and the ionization cross sections as well as the $T_e$ profiles. It would be very interesting to change the transition altitude where the electron temperature equation, equation (1), ceases to be used from the current 500 km to 250 km. In order to do so the temperature equation would need to be augmented to include thermal conduction physics and cooling due to collisions; see Matta et al. [2014] for a detailed discussion of these terms.

As more information becomes available about the nightside temperatures, the assumption of a constant electron temperature profile around the planet could be relaxed. A more realistic nightside $T_e$ profile may lead to better agreement between the HALFSHEL simulations [see Ledvina et al., 2017] and the data reported by Brain et al. [2015]. At present, the HALFSHEL results show a larger ion loss on the nightside than does Brain et al. [2015]. Finally, it would be very interesting to simulate Mars with even finer resolution that we have used in the past. While we have seen in the past that the loss rates did not change with improved resolution, it would be still interesting to investigate changes in the plasma and magnetic structure when the Cartesian grid is changed to 50 km and the spherical grid had an angular resolution of less than 1°.

In conclusion, the $T_e$ profile is an important parameter for understanding the dynamics within the Martian ionosphere. The chemistry did change as predicted and the advection of plasma was modified leading to changes in the total loss rate by a factor of 2. The change in the $T_e$ profile affected the ratio of $O_2^+/O^+$. The ratio was 3:1 with the nominal electron temperature profile and became 2:1 with the MAVEN motivated profile. This change brought the simulation results in line with data [cf. Benna et al., 2015; Nilsson et al., 2011]. Finally, it was shown that the ambipolar electric field as represented by the $\nabla p_e$ term in the electric field equation, equation (6), does play a significant role in the ion loss from Mars. These results indicate, once again, that the Martian system is a sensitive system and predicting what the combination of active chemistry and plasma advection driven by the solar wind might do is complex undertaking.
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