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*AEON – Australian Earth and Ocean Network

http://www.aeon.org.au/
Contact: Assoc Prof Dietmar Müller  Muller

Univ. Sydney, institute of Marine Sceince

dietmar@geosci.usyd.edu.au; Phone: +61 2 9351 4254 

(Note AEON = Africa Earth Observatory Network http://web.uct.ac.za/depts/cigces/aeonbroc.pdf)

“The primary workshop aims were to explore opportunities for effective cross-disciplinary investigation, sharing of expertise and technologies for integration and computational analysis of multidimensional data spaces between all AEON partners. The disciplines covered will include exploration and mining, solid earth geophysics, marine science and long term climate change and issues related to marine defence. One of the underlying broad themes of the network is exploring ideas for how to best create shared community computational/data base infrastructures for process 
isualiz based on multi-dimensional parameter spaces, in a forward or inverse sense, as well as extra.”

*AODC – Australian Ocean Data Centre Joint Facility

Greg Reed    greg@metoc.gov.au
*APAC Grid Program  (Australian Partnership for Advanced Computing)

www.apac.edu.au/communication_media/publications 
Aim “ Develop, install and operate an APAC Grid across the Australian National Facility and Partner Facilities to 

· handle users jobs more efficiently 

· allow users easier access to the facilities 

· allow users to access the most appropriate system 

· provide users with advanced grid services supporting virtual 
isualization 

· support users participating in national and international research programs 

Description. The APAC Grid Program will involve the development of the grid architecture, software (“middleware”) and services to support users of the APAC National Facility and the partner facilities. The program will be undertaken by implementing and delivering grid services to support key applications in areas such as bioinformatics, geophysics, chemistry, physics, astronomy, and environmental sciences.
*ASTROGRID

http://www.astrogrid.org/ 

http://news.astrogrid.org 

AstroGrid is a £3.7M project aimed at building a data-grid for UK astronomy, which will form the UK contribution to a global Virtual Observatory. Funded by PPARC

Project Leader:  Andy Lawrence, Edinburgh

News: Deborah Miller <Deborah.Miller@PPARC.AC.UK>

The AstroGrid project aims to produce a working data grid for key selected databases, with associated data mining facilities, by late 2004. It is part of the world-wide drive towards the concept of a Virtual Observatory (VO), and can be seen as the UK contribution to this vision. Astrogrid is both wider and more 
isuali than other initiatives. It is wider in that it covers astronomy, solar physics, and space plasma (solar terrestrial) physics, and covers all wavelengths from radio to X-ray. The project is also part of a coherent UK e-science programme, with links to projects in particle physics, bio-informatics, and basic grid technology development. 

AstroGrid is focused in that it aims to develop something 
isualizatio like a working VO on a short timescale, so that science can start getting done and technological lessons can be learned. This requires concentrating on selected datasets. Our priority is to develop a virtual observatory capability to support efficient and effective exploitation of key astronomical data sets of importance to the UK community: for example data from WFCAM, VISTA, XMM-SSC, e-MERLIN, SOHO and Cluster. It seems clear that good data curation, archive management, and data mining services all need to be closely linked together. AstroGrid is therefore a partnership formed by UK archive centres and astronomical computer scientists. 

AstroGrid project goals: 

· A working data grid for key UK databases 

· High throughput data mining facilities for interrogating those databases 

· A uniform archive query and data-mining software interface 

· The ability to browse simultaneously multiple datasets 

· A set of tools for integrated on-line analysis of extracted data 

· A set of tools for on-line database analysis and exploration 

· A facility for users to upload code to run their own algorithms on the data mining machines 

· An exploration of techniques for open-ended resource discovery
*BIOS – Biological Innovation for Open Society

http://www.bios.org
Background: Established in Sep 04 with USD 1M from the Rockefeller Foundation. 

Aim: to make research tools more readily available to biologists who could not otherwise afford them

Seeks

· to make information and technologies , such as plant breeding tools, freely available.

· to provide scientists with better information about what they can access

· to establish an international community of interested researchers

Leader = Richard Jefferson 
richard.jefferson@cambia.org

Chair of CAMBIA – Centre for the Application of Molecular Biology, 


Canberra, Australia 

*BlueNet: The Australian Marine Science Data Network

http://www.utas.edu.au/cms/news_events/bluenet.html 

 BlueNet is building infrastructure to enable the discovery, access and online integration of multi-disciplinary marine science data on a very large scale to support current and future marine science and climate change research, ecosystem management and government decision making. BlueNet will link the vast data repositories and marine resources that reside in eight universities with governmental institutions both in Australia and overseas. The BlueNet infrastructure will provide secure, long-term data archiving facilities, a platform for deploying novel data exploitation tools as well as the governance and institutional arrangements necessary to maintain an on-going, interoperable, accessible and flexible network.

*CANRI – Community Access to Natural Resource Information

http://www.canri.nsw.gov.au/
This is an OpenGIS project involving 10 State Government agencies in NSW, Australia. 

*CDP – Community Data Portal

https://cdp.ucar.edu/
“Gateway to data for the Geosciences”

The Community Data Portal (CDP) is a collection of earth science datasets from NCAR, UCAR, UOP, and participating organizations in research areas: • oceanic  • atmospheric  • space weather • turbulence

*CIG – Computational Infrastructure in Geodynamics 

http://geodynamics.org
Computational Infrastructure for Geodynamics (CIG) is a membership-governed organization that supports and promotes Earth science by developing and maintaining software for computational geophysics and related fields.

On behalf of its Member Institutions, CIG is now working under a Cooperative Agreement with the National Science Foundation to develop, support, and disseminate open source software for the greater geodynamics community. CIG consists of: 

(a) a coordinated effort to develop reusable, well-documented and open-source geodynamics software; 

(b) the basic building blocks — an infrastructure layer — of software by which state-of-the-art modeling codes can be quickly assembled; 

(c) extension of existing software frameworks to interlink multiple codes and data through a superstructure layer; 

(d) strategic partnerships with the larger world of computational science and geoinformatics; and 

(e) specialized training and workshops for both the geodynamics and larger Earth science communities.

*CCMC – The Community Coordinated Modelliing Center

http://ccmc.gsfc.nasa.gov/ 

The CCMC is situated at NASA Goddard Space Flight Center (GSFC). The CCMC staff consists of NASA civil servants, contractors, postdoctoral fellows and visitors.

CCMC is a multi-agency partnership that provides, to the international research community, access to modern space science simulations. In addition, the CCMC supports the transition to space weather operations of modern space research models. The CCMC:

· Adopts state of the art space weather models that are developed by outside researchers into the CCMC. Model treatment at the CCMC is governed by the Rules of the Road document.

· Executes simulations runs with these models at no cost to scientists interested in event or case studies.

· Dedicated model runs can be requested online. Results will become publicly available on the CCMC website.

· Offers a variety of visualization and output analysis tools to aid the user in interpretation of simulation results.

· Provides access to coupled models and existing model frameworks.

· Invites members of the community to provide feedback on models and services offered by the CCMC, both through online comment submission and during biennial community workshops.

· Performs science-based validation and metrics-based evaluations of models for operations customers and decision makers. 

· Tests models, e.g. through real-time runs.

· Develops model installation kits for operational use and supports model installation at operational facilities providing space weather forecasts.

*CDMP – Climate Database Modernisation Program

NOAA program for data access, rescue, preservation

Program Manager: Joe D. Elms  joe.d.elms@noaa.gov
*CEDARweb – Coupling, Energetics and Dynamics of Atmospheric Regions Data systems/web
http://cedarweb.hao.ucar.edu 

http://cedarweb.hao.ucar.edu/cgi-bin/ion-p?page=cedarweb.ion
Contact us:  cedar_db@hao.ucar.edu 

Sponsor = NSF

CEDAR is a focused Global Change program. The scientific objectives of the program are described in the CEDAR Phase III document (1.8MB, acrobat reader required). 

The CEDAR Data System (formerly the CEDAR Database and before that, the Incoherent Scatter Radar Database) is a cooperative project between the High Altitude Observatory (HAO) division of the National Center for Atmospheric Research (NCAR) , the National Science Foundation (NSF) , and numerous institutions that provide upper atmosphere data and model output for community use. 

The CEDAR Data System mission is to provide: 

· long term archive for observations and models of the Earth’s upper atmosphere and geophysical indices and parameters needed to interpret them, 

· browsing capability to survey the data holdings and identify periods, instruments, models, of interest, 

· reliable data access methods that are fast, stable and interactive, and 

· detailed documentation on data acquisition and reduction. 

*CIG – A Computational Infrastructure for Geodynamics

http://geodynamics.org
CIG Organizing Committee

Louise Kellogg (Chairperson), University of California, Davis 

Jeremy Bloxham, 
Harvard University 

Michael Gurnis, 
California Institute of Technology

Bradford H. Hager, 
Massachusetts Institute of Technology 

Marc Spiegelman, 
Lamont-Doherty Earth Observatory of Columbia University 

Sean Willett, 
University of Washinton, Seatle 

Michael E. Wysession, Washington University in St. Louis

Purpose: to leverage the current state of the art in scientific computing into a suite of open source tools and codes that serve the greater geodynamics community from model developers to end-users of models. The emphasis is on developing toolkits that ease model development and foster the interchange of ideas and algorithms. If successful, this effort promises to revolutionize the way our community computes by providing tools and services that allow us to focus more on the science and less on the nitty-gritty (science-neutral) parts of high performance computation. The goal is to empower a larger community of students, researchers, educators with the tools for quantitative hypothesis testing.

The CIG plans to have a small core (~5-7) of dedicated software architects and engineers guided by scientific objectives driven by the Geodynamics community. We will partner with science-neutral activities from the Computer

Science/Scientific Computation communities (e.g. SciDac, Pyre, etc) to implement current ‘best-practices’ into community-specific toolkits for scientific computation in solid-earth sciences. This Software Development

Team will provide full software service to the community in terms of programming, documentation and full-time support. However, guidance for the programmers will come from working groups (see below) whose emphasis is to

identify (and balance) common components needed across the disciplines, with specific requirements of individual disciplines.

CiG will not be a body that will ‘anoint’ specific models as ‘community models’ or deliver complex ‘black-boxes’ for end users. Given the nature of our discipline, we are well aware of the pitfalls of that approach. Nevertheless, one of the natural products of CIG will be repositories ofmodular, well-documented and supported codes that end-users can useimmediately to test ideas. These models will be anything but black-boxes,however, in that they will allow the user to get under the hood and exploreand implement alternative solvers, rheologies and new physics with

unprecedented ease and understanding.

Why a center?

The emphasis of the CIG is on the computational infrastructure. However, it s clear from many successful software initiatives that a useful model for efficient code development is to use small teams of programmers working in

close contact with one another. For this reason we propose a Center for Computational Infrastructure in Geodynamics (the CCIG) to house the core group of developers and provide a single point of contact for support, visiting and consultation. The products of this center and community interaction with it will be virtual and distributed on the web. We are committed to an open-source philosophy. If designed correctly, the location of the center will be irrelevant.

Why ‘Working Groups’?

Much of the effort of the center will be in implementing science-neutral coding frameworks into useful toolkits for the 

entire geodynamics community. The design of the CIG is to support and enable our science not to direct it. Nevertheless, to be successful, this project needs significant scientific input to identify the features of available and future computational infrastructures that are most appropriate for our community. Without a close coupling between scientific needs and computational resources, this project will fail to develop tools that will

actually be used. For this reason we envision a set of active working groups representing core constituencies in scientific computing and solid earth science (e.g. mantle convection, geodynamo, seismology) that help set priorities and direction to the software development team. The goal of these working groups is to identify key components that are of general use across the disciplines. In particular, we seek to identify components that allow better integration and exchange of ideas, algorithms and data across traditional discipline boundaries (for example, components/models that would allow ready exploration of the chemical or seismic signatures of various mantle convection models, or tools for multi-scale global/regional mesh interaction). The need for such working groups seems clear although their specific structure and scope is still up for discussion.

Meetings

(1) 8 Dec 03
 Computational Geoinformatics Town Meeting at Fall AGU meeting on Monday, Dec. 8, 2003

(2) 16-17 Jan 04. Workshop at LAX to provide the community an opportunity to respond to this manifesto and bring together interested parties from both the scientific computation and geodynamics communities to discuss and design a workable CIG. The goals of the workshop will be to

· develop a better understanding of the state of the art and opportunities in scientific computation and 

· discuss fundamental earth scientific problems and identify potential tools that could revolutionize our science and enable us to reach these goals. 

*CNSN – Canadian National Seismgraph  Network

 http://www.fdsn.org/station_book/cn.html  

 http://earthquakescanada.nrcan.gc.ca/index_e.php 

*EarthScope

www.earthscope.org 

Sponsors:  USGS, and NASA to bring about a bold new initiative called EarthScope.  USD 356M over 10 years.

Objectives.  EarthScope is designed to expand the observational capabilities of the Earth Sciences and bring real-time data to our desktops. Integrated with new and existing geologic information, these data will provide unprecedented opportunities to unravel the structure, evolution, and dynamics of the North American continent, and to better understand earthquakes and fault systems, volcanoes and magmatic processes, and links between tectonics and surfical processes.

Earthscope WG  Members (1999+)

SCEC
Tom Henyey(Chair), Bernard Minster
IRIS/USArray
David Simpson, Anne Meltzer
UNAVCO    
Seth Stein, Jeff Freymueller
SAFOD 
Mark Zoback, Steve Hickman
InSAR 
Mark Simons, Paul Rosen
PBO 
Paul Silver, Bob Smith
DOSECC 
Dennis Nielson
NRC Study Group  
Tom Jordan
USGS 
John Filson and Wayne Thatcher
NASA 
Clark Wilson
NSF 
Herman Zimmerman, Jim Whitcomb, Leonard Johnson, 


Robin Reichlin, Dan Weill, Cecily Wolfe, Russ Kelz
Cmte Secretary
John McRaney
Coupled components of Earthscope:

US Array – a continent-scale portable seismic array for hi-res mapping of continent crust and U/mantle structure

PBO (Plate Bouyndary Array) – fixed array of GPS receivers and strainmeters to map deformation of W half 

InSAR (Interferometric Synthetic Aperture Radar) – for remote continuous strain measurements 

SAFOD (San Andreas Fauly Observatory at Depth) – a borehole observatory

*ESG - Earth System Grid

https://www.earthsystemgrid.org/
http://www.usgodae.org/

http://globalchange.gov/
http://www.gosic.org/
The Earth System Grid (ESG) integrates supercomputers with large-scale data and analysis servers located at numerous national labs and research centers to create a powerful environment for next generation climate research. This portal is the primary point of entry into the ESG.

*eDiaMoND

http://www.ediamond.ox.ac.uk/
Mammographic archive project.

“Oxford University’s eDiaMoND grid computing project will pool and distribute information on breast cancer treatment, enable early screening and diagnosis, and provide medical professionals with tools and information to treat the disease eDiaMoND will give patients, physicians and hospitals fast access to a vast database of digital mammogram images….”  http://www.wired.com/news/medtech/0,1286,55736,00.html    October 14th 200

Tony Blair Statement, May 2002 

“The emerging field of e-science should transform this kind of work. It’s significant that the UK is the first country to develop a national e-science grid, which intends to make access to computing power, scientific data repositories and experimental facilities as easy as the web makes access to information. One of the pilot e-science projects is to develop a digital mammographic archive, together with an intelligent medical decision support system for breast cancer diagnosis and treatment. An individual hospital will not have supercomputing facilties, but through the grid it could buy the time it needs. So the surgeon in the operating room will be able to pull up a    high-resolution mammogram to identify exactly where the tumour can be found.”

*EDNES – Earth Data Network for Education and Scientific Exchange

http://www.ednes.org/ 

Professor Jean Bonnin, President of the Association (Recipient of the 2004 CODATA Prize)

*EGEE – Enabling Grids for E-sciencE

www.eu-egee.org 

Funded by the European Commission 

Objective: to build on recent advances in grid technology and develop a service grid infrastructure to provide researchers in academia and industry with access 24 hours-a-day to major computing resources, independent of their geographic location.

The EGEE project brings together experts from over 27 countries with the common aim of building on recent advances in Grid technology and developing a service Grid infrastructure. The EGEE project will also focus on attracting a wide range of new users to the Grid.

Three core areas:

· build a consistent, robust and secure Grid network that will attract additional computing resources.

· continuously improve and maintain the middleware in order to deliver a reliable service to users.

· attract new users from industry as well as science and ensure they receive the high standard of training and support they need.

The EGEE Grid will be built on the EU Research Network GÉANT and exploit Grid expertise generated by many EU, national and international Grid projects to date.

Structure: the EGEE project community has been divided into 12 partner federations, consisting of over 70 contractors and over 30 non-contributing participants covering a wide-range of both scientific and industrial applications.

*EMinerals

http://www.eminerals.org/ 

Discipline area: molecular simulation of environmental processes

Description. The eMinerals proposal brings together simulation scientists, applications developers and computer scientists to develop UK e-science/GRID capabilities for molecular simulations of environmental issues. A common set of simulation tools will be developed for a wide range of applications, and the GRID environment will be established which will result in a giant leap in the capabilities of these powerful scientific tools.

Background. Computer simulations at a molecular level can give considerable progress in our understanding of environmental processes, such as transport of pollutants, development of remediation strategies, weathering, and containment of high-level radioactive waste, require an understanding of fundamental mechanisms and processes at a molecular level.. Developments in atomistic simulation tools must now be linked with GRID technologies in order to facilitate simulation studies that can be performed with realistic conditions, and which can scan across a wide range of physical and chemical parameters. 

Participants. The project involves scientists from the University of Cambridge, University College London, The Royal Institution, University of Bath, University of Reading, Birkbeck College and the Daresbury eScience Centre.

*EOSDIS – Earth Observing System Data and Information System 

http://spsosun.gsfc.nasa.gov/eosinfo/Welcome/index.html 

EOSDIS is a system whose purpose is to acquire, archive, manage and distribute Earth observation data to a diverse group of users. EOSDIS is NASA’s contribution to the interagency Global Change Data and Information System (GCDIS). 

EOSDIS is developed, implemented, and operated by the ESDIS Project. (Earth Science Data and Information System). The ESDIS Project is an organization that contributes to, and complements the services provided by NASA’s Earth Science Enterprise. 
What is EOSDIS? ... 

· EOSDIS has been developed by the Earth Science Data and Information (ESDIS) Project for NASA’s Earth Science Enterprise. 

· EOSDIS manages data from NASA’s Earth science research satellites and field measurement programs, providing data archiving, distribution, and information management services. 

· EOSDIS commands and controls EOS satellites and instruments, and generates useful products from orbital observations.

· EOSDIS also supports generation of data sets made by assimilation of satellite and observations into global climate models. 

· EOSDIS is a distributed system with many interconnected nodes (Science                  Investigator-led Processing Systems and Distributed Active Archive Centers) with specific responsibilities                  for production, archival and distribution of Earth science data products. 

· At present, EOSDIS is managing and distributing data from: 

· EOS missions Landsat-7, QuikSCAT, Terra and ACRIMSAT 

· Pre-EOS missions (UARS, SeaWIFS, TOMS-EP, TOPEX/Poseidon and TRMM) 

· All of the Earth Science Enterprise legacy data (e.g., pathfinder  data sets) 

Some facts 

· EOSDIS holds more than 1450 data sets 

· In fiscal year 2000, EOSDIS supported more than 104,000 unique users and filled 3.4 million product requests (over 8.1 million products were delivered). Repeat users averaged 60% 

· EOSDIS customers include researchers, federal/state/local governments, application users, the commercial remote sensing community, teachers, museums and the general public 

· Anyone can access EOSDIS data at any DAAC through the EOS Data Gateway 

EOSDIS is managing extraordinary rates and volumes of scientific data 

· Terra spacecraft produces 194 gigabytes (GB) per day; data downlink is at 150 Megabits/sec; average amount of data collected per orbit is 18.36 Megabits/sec 

· In August 1999, NASA’s entire Earth science data holdings were estimated at about 284 terabytes; with the entirety of Terra data exceeding 850 GB per day (when processed through higher levels), in just under a year Terra instrument data have doubled NASA’s Earth science holdings. 

· At 194 Gigabytes/day, Terra collects in one day, almost as much data as 

· the Hubble Space Telescope (0.6 GB per day) acquires in an entire year, 

· the Upper Atmosphere Research Satellite (UARS, 0.345 GB/day), NASA’s stratospheric chemistry mission, takes in one-and-a-half years

· the Tropical Rainfall Measuring Mission (TRMM) takes in 200 days 

· In addition, Landsat 7 is producing 150 GB of data per day.
 
*FDSN – The Federation of Digital Broad-Band Seismograph Networks

http://www.fdsn.org/FDSNintro.htm 

Description. FDSN is a global organization comprising groups responsible for the installation and maintenance of broad-band seismographs either within their geographic borders or globally. Membership in the FDSN is open to all organizations that operate more than one broadband station. Members agree to coordinate station siting and provide free and open access to their data. TheFDSN holds commission status within IASPEI .

Goals. The FDSN goals related to station siting and instrumentation are to provide stations with good geographic distribution, recording data with 24 bits of resolution in continuous time series with at least a 20 sample per second sampling rate. The FDSN was also instrumental in development of a universal standard for distribution of broadband waveform data and related parametric information. The Standard for Exchange of Earthquake DATA (SEED) format is the result of that effort. 

*FGIT –  ?

*G-CIVIL

http://www.soton.ac.uk/~gcivil/ 

Discipline area: Civil engineering

Mission: “To build a prototype system responsible for the collection, distribution and 
isualization of data collected from civil engineering sites or from infrastructure monitoring schemes”

Description. The G-Civil project is a DTI funded project in conjunction with a number of industrial collaborators There is an urgent need to develop a service that enables remote access to processed civil engineering site monitoring data via an internet portal, as it is now common for major civil engineering projects to involve widely dispersed teams. For example, consulting engineers working in the UK may wish to be connected directly to instrumentation on sites in the Far East while working with major customers based in the US. Such systems would allow all those working on collaborative projects to access and manipulate data in real-time. 

*GEDAS – Geospace Environment Data Analysis System

        http://gedas22.stelab.nagoya-u.ac.jp/index.html

       Contact: Dr. A. Ieda, Solar-Terrestrial Environment Laboratory, Nagoya University (ieda@stelab.nagoya-u.ac.jp)

       Developers: Y. Kamide, Solar-Terrestrial Environment Laboratory, Nagoya University, Japan

Description: GEDAS, Geospace Environment Data Analysis System, is to exchange data from satellite, radar, and other ground-based observations, as well as from simulation algorithms, and to analyze the data and run the computer codes, all on a real-time basis.  To understand the flow and transformation of the solar wind energy in the Sun-Earth system before reaching theEarth's upper atmosphere, it is essential to conduct integrated studies combining:


(1) In-situ satellite-based observations


(2) Remote-sensing observations by radars


(3) Ground observationsfrom a large number of stations


(4) Theories and computer simulation/modeling

GEDAS provides us with a forum through which we can integrate effectively these differentapproaches.  It is possible to request desired data and computer codes and to obtain the necessary information almost instantaneously.

Each institution has its own specialty area with its own experiences and unique observation techniques or modeling algorithms. Some have powerful data products.  By adding our own data and simulation codes to the "common" data set, new products can be computed.  Theoutput from an institution can be used as input to the algorithms at other places. Through GEDAS, real interactions or feedback between multiple groups in the world can take place, facilitating joint studies of Solar-Terrestrial Physics.  For example, at more than 200 stations on the Earth's surface, geomagnetic variations are being recorded.  A suitable combination of these geomagnetic data with satellite-based and radar measurements of electromagnetic parameters in space makes it possible to compute information on electric fields and currents in the ionosphere by means of the so-called inversion method.  From the two-dimensional current distribution in the ionosphere, the three-dimensional current system connecting the magnetosphere can also be obtained.  Adding satelliteobservations in the solar wind leads us to a better understanding of solar wind-magnetosphere coupling as well. Computer simulations solving basic equations can be compared with such data output to isolate the elementary processes.

References:

Kamide, Y., S. Masuda, H. Shirai, H.-J. Kim, T. Ogino, H. Shinagawa, M. Kojima, E. A. Kihn, and A. J. Ridley, The Geospace Environment Data Analysis System,Adv. Space Res., 31, 807-812, 2003.

Kamide, Y., E. A. Kihn,A. J. Ridley, E. W. Cliver, and Y. Kadowaki, Real-time specifications of the geospace environment, Space Sci. Rev., 107,307-316, 2003.

*GEON – Global Earth Observing Network (national Geosciences Cyberinfrastructure Network)


www.geongrid.org 

Cyberinfrastructure for the Geosciences  

Supported by NSF   

Drivers: Data and Knowledge Systems (DAKS) program, San Diego Supercomputer Center (SDSC) in collaboration with geoscientists who study the solid Earth.

People

Chaitan Baru, co-director of SDSC’s DAKS program, who coordinates information technology (IT) in GEON.UK e-Science
Description (from the GEON Website)

“Researchers in the Data and Knowledge Systems (DAKS) program at the San Diego Supercomputer Center (SDSC) are collaborating with geoscientists who study the solid Earth to build a prototype – GEON. 

“GEON is a prototype US national Geosciences Cyberinfrastructure Network. The objective is to give geoscientists a broader views of the Earth. GEON will help weave the separate strands of the solid Earth sciences disciplines and data into a unified fabric. This will give the geosciences an ‘IT head start’ for viewing the complex dynamics of the Earth system as an interrelated whole.

“Through a scalable and interoperable network, the project will provide scientists with a growing array of tools they can use without having to be IT experts. These include data integration mechanisms, as well as computational resources and integrated software for analysis, modeling, and visualization. In this way, GEON will bridge traditional disciplines-an indispensable step in understanding the Earth as a unified system.

“GEON will help weave the separate strands of the solid Earth sciences disciplines and data into a unified fabric,” said Chaitan Baru, co-director of SDSC’s DAKS program, who coordinates information technology (IT) in GEON. “This will give the geosciences an ‘IT head start’ for viewing the complex dynamics of the Earth system as an interrelated whole.” 

“GEON is being designed as a scientist-centered cyberinfrastructure, freeing researchers to think and be creative by relieving them of onerous data management tasks. Through a scalable and interoperable network, the project will provide scientists with a growing array of tools they can use without having to be IT experts. These include data integration mechanisms, as well as computational resources and integrated software for analysis, modeling, and visualization. In this way, GEON will bridge traditional disciplines-an indispensable step in understanding the Earth as a unified system.
*GEOPHON 

http://www.gfz-potsdam.de/geofon/new/ge_inf.html 

GFZ, Potsdam observation system and data centre.

*International Scientific Networks Project  (= Lederberg Science without Borders Initiative)

From: “Lloyd Etheredge” lloyd.etheredge@yale.edu, Director – International Scientific Networks Project

Date: Sun Sep 14, 2003 1:18:51 AM Australia/Canberra

To: <shamir@techunix.technion.ac.il>, tom.beer@csiro.au Cc: <jjoselyn@cires.colorado.edu>

Subject: New developments in international science   (There is 1 attachment)

Re:   New developments: Fast Discovery International Science

I am writing to pass along good news (attached) concerning the Lederberg Science Without Borders initiative. And to provide a further update to the 1994 UNESCO planning Report for the future of international scientific communication, prepared under the leadership of Dr. Joshua Lederberg, and initial discussions at ICSU in the 1990s.

   A prototype for global scientific colloquia in the biomedical sciences, created at www.videocast.nih.gov, has been successful. The New York Academy of Sciences has taken the next step and has made a major fundraising commitment, with support from leading foundations, to build a broader capability for fast discovery international science across disciplines. Dr. Ellis Rubinstein, who was Editor at AAAS for Science, has moved to the New York Academy of Sciences as its new CEO and the Science Without Borders/Internet project will develop under his leadership. Technical support will be provided by Columbia University.

   I attach a copy of the announcement from the New York Academy of Sciences. You might wish to contact Dr. Ellis Rubinstein, erubinstein@nyas.org, concerning a linkup with IUGG that can support the work of your members and affiliates.

With my best regards, Lloyd Etheredge

*IGS – International GPS Service

http://igscb.jpl.nasa.gov/ 

*IgeS – International Geoid Service


http://www.iges.polimi.it/ 

*IERS – International Earth Rotation and Reference Systems Service


http://www.iers.org/ 

*ILRS – International Laser Ranging Service


http://ilrs.gsfc.nasa.gov/
*IRIS – Incorporated Research Institutions for Seismology

http://www.iris.edu/
http://www.iris.edu/news/newsletter/vol3no3/page3.htm
Description. Started about 1984. IRIS is a university research consortium dedicated to exploring the Earth’s interior through the collection and distribution of seismographic data. IRIS supports a shared software library and provides some on-line data processing and visualization capability – see FISSURES). IRIS also has a pool of field instruments.

FISSURES (http://www.iris.edu/news/newsletter/vol3no3/page3.htm) is an effort to define object-oriented seismic classes so that software developers can use standard objects for seismology. FISSURES uses a distributed computing technology called CORBA (Common Object Request Broker Architecture) to allow software systems to work across the Internet in a platform independent and computer-language neutral manner.

Support: IRIS is funded by the U.S. National Science Foundation through its Division of Earth Sciences .

Management of IRIS is provided through a small staff with headquarters in Washington, DC and a satellite office in Seattle, Washington – site of IRIS’s Data Management Center. IRIS facilities are primarily operated through member universities and in cooperation with the U.S. Geological Survey .National Science Foundation, other federal agencies, universities, and private foundations.

IRIS PROGRAMS

· DMS – Data Management System The IRIS DMS consists of eight components or “nodes” that work together to insure the smooth flow of GSN and PASSCAL data from the stations to the seismological research community. The main node is at the University of Washington, Seattle.

· Education & Outreach 

· GSN – Global Seismographic Network. A major instrument program 

· PASSCAL (second major instrumentation programs of IRIS) a pool of over 1000 portable seismic instruments to record active source reflection data, active source refraction data or natural source recordings of earthquakes. The instrumentation is supported by an instrument center at New Mexico Tech, Socorro, New Mexico.
*MEDNET – Mediterranean Very Broadband Seismographic Network  

http://mednet.ingv.it/ 

*MEMPHIS

http://folkworm.ceri.memphis.edu/ 

Seismic Data from the Center for Earthquake Research and Information. University of Memphis.

*MMI – Marine Metadata Interoperability Project

http://marinemetadata.org/ 

Aim:  to promote collaborative research in the marine science domain, by simplifying the incredibly complex world of metadata into specific, straightforward guidance. MMI hopes to encourage scientists and data managers at all levels to apply good metadata practices from the start of a project, by providing the best advice and resources for data management. The MMI website is maintained to foster communication and collaboration among its hundreds of members, and provides forums for discussion of diverse topics related to marine data management. MMI is also developing web applications and stand-alone tools to enable sophisticated interactions across marine data systems.

Ref:  13 December issue of EOS,  report by Dawn Wright (dawn@dusk.geo.orst.edu, Stephanie Watson, 

step_watson@sbcglobal.net, John Graybeal, graybel@mbari.org and Luis Bermudez, bermudez@mbari.org.

*MIDL – Mission Independent Data Layer

http://sd-www.jhuapl.edu/MIDL/
MIDL is a website that provides software and data for multi-mission, multi-instrument analysis in space physics. Several datasets are available, and the access software can be launched directly from the web.

*MyGRID

http://www.mygrid.info 
http://www.ebi.ac.uk/mygrid/  

MyGrid is a BIOINFOMATICS research project that will extend the Grid framework of distributed computing, producing a virtual laboratory workbench to serve the life sciences community. The integration environment will support patterns of scientific investigation that include: 

· accumulating evidence 

· assimilating results 

· accessing community information sources 

· collaborating with disparately located researchers via electronic forums 

Scientists will have the ability to customize the work environment to reflect their preferences for resource selection, data management and process enactment. MyGrid’s environment will be able to support activities relating to the analysis of functional genomic data and the annotation of pattern databases. 

MyGrid is a multi-organisational project funded by the EPSRC as part of the UK Research Councils e-Science programme. MyGrid aims to design, develop and demonstrate high level functionalities over an existing Grid infrastructure that support scientists in making use of complex distributed resources

Objectives: to develop the necessary infrastructural middleware (e.g. provenance, service discovery, workflow enactment, change notification & 
isualization
n) that operates over an existing Web services & Grid infrastructure to support scientists in making use of complex distributed resources. For example, myGrid should enable an “e-Biologist’s” workbench. 

MyGrid 
isualiz standards & technologies developed for the Internet , Grid ,Web services & the Semantic Web.

*NSO – National Solar Observatory

http://www.nso.edu/
NSO is a component of VSO

The mission of the National Solar Observatory is to advance knowledge of the Sun, both as an astronomical object and as the dominant external influence on Earth, by providing forefront observational opportunities to the research community. The mission includes the operation of cutting edge facilities, the continued development of advanced instrumentation both in-house and through partnerships, conducting solar research, and educational and public outreach. NSO accomplishes this mission by:

· Providing leadership for the development of new ground-based facilities that support the scientific objectives of the solar and solar-terrestrial physics community;

· Advancing solar instrumentation in collaboration with university researchers, industry, and other government laboratories;

· Providing background synoptic observations that permit solar investigations from the ground and space to be placed in the context of the variable Sun;

· Providing research opportunities for both undergraduate and graduate students, helping develop classroom activities, working with teachers, and mentoring high school students;

· Innovative staff research.

*ORION – Ocean Research Interactive Observatory Networks  

www.orionprogram.org 

Focus: the science, technology, education and outreach of an emerging network of science driven ocean observing systems. 

Background. Oceanography is commencing a new phase in which research scientists increasingly seek continuous interaction with the ocean environment to adaptively observe the earth-ocean-atmosphere system.
The ORION initiative is managed through an award made by the National Science Foundation to the 1201 Group LLC, an entity jointly owned by Joint Oceanographic Institutions (JOI) and the Consortium for Oceanographic Research and Education (CORE) on behalf of their member universities and academic organizations.

*ORPHEUS - The Observatories and Research Facilities for EUropean Seismology

 http://www.orfeus-eu.org/organisation.htm
*PANGEA – Publishing Network for Geoscientific and Environmental Data  

http://www.pangaea.de/ 

*SEEGRID – Solid Earth and Environment GRID

www.seegrid.csiro.au
Located in Australia

130 – 150 people/bodies have signed up for the network


Rock Properties Data base demonstrator has been developed (UWA, GA, …)

Supported by: 
AusIndustry, Dept Industry, Tourism & Resources, Govt of Australia 

Contact:  
Joan Esterle, CSIRO  


Leslie Wyborn, Geoscience Australia

Calendar

  29-30/7/05
SEEGRID Meeting, Canberra  http://www.glassearth.com/news.html and http://www.pmdcrc.com.au
  15-16/3/05
SEEGRID-II Meeting, Canberra   www.seegrid.csiro.au 

  17/3/05
Simon Cox’s workshop, markup language etc., Canberra

From the SeeGrid website 1/4/05: 

Sustainable management of mineral, energy and environmental resources is a knowledge-based process that relies upon continual access to accurate geo-spatial data in its many forms, data processing and analysis tools, and integration platforms. Over the past decade, the shift to geographic information systems (GIS), 3D and temporal modelling, process simulation and visualisation have transformed the way that earth scientist work. In order to achieve the next advance required to sustainably manage our resources, we must be able to easily, quickly and reliably access the huge volumes of complex geoscientific data as well as suitable processing and analysis tools required to generate terrain specific knowledge and visualise it in a mix of 2D to 4D environments. Grid technologies provide part of the solution by facilitating access to the different and non-centralised resources. Grid technologies have the capacity to make access to geoscientific data repositories, processing packages and computer power as easy as the web has made access to information.

 Generic grid technologies are not sufficient to achieve this objective. It is necessary for open standards and interfaces to be established by communities to be able to interoperate effectively. The Solid Earth and Environment Grid community has been established to bring together people in the earth, environmental and computing sciences to address the issues of “transparent access” to data and knowledge about the earth, and the available and potential technologies offered by the grid that enhance our ability to explore for and manage our natural and mineral resources.

A workshop sponsored by the CSIRO Glass Earth Initiative, Geoscience Australia, the Predictive Mineral Discovery Cooperative Research Centre (pmd*CRC), Australia’s Academic and Research Network (aarnet), and the Australian Research Council (ARC) was held in July of 2003 to propose this initiative. The response was immediately enthusiastic and this web site now serves as the community “meeting place” for the establishment of the open standards and interfaces for this community.

*SPASE – Space Physics Archive Search and Extract

http://www.igpp.ucla.edu/spase/ 

Consortium Members

Centre de Données de la Physique des Plasmas 
Christopher C. Harvey, CNRS/CESR 


Claude Huc, CNES/CST 

NASA – Living with a Star 
David Sibeck, NASA/GSFC 

National Space Science Data Center 
James R. Thieman 

Planetary Data System 
Ray Walker, UCLA/IGPP 


Steve Hughes, JPL 

Rutherford-Appleton Laboratory 
Christopher H. Perry 

Southwest Research Institute 
J. David Winningham 
The SPASE data system is a model for scientific data systems. It is based on the latest web-based technologies and is designed to be a distributed data systems with a heterogenous mix of platforms and systems. The data model for the SPASE data system includes the structure of messages passed between systems; how to enrich data for interchange and archiving; and a data dictionary defining all terms and keywords used in the system. 

*SPICE – Seismic wave propagation and imaging in complex media: a European network

http://www.spice-rtn.org 

Sponsor: EU  (Marie Curie Training Network)

People: H. Igel (1), J.-P. Vilotte (2), P. Moczo (3), R. Barsch (1), M. Stupazzini (1), E. Vye (1) 

1. Department of Earth and Environmental Sciences, Theresienstrasse 41, Munich, 80333 

Germany , (2) Institut de Physique du Globe, 4, place Jussieu, Paris, 75252 France; (3) 

Comenius University Bratislava, Geophysics Section, Bratislava, 84528 Slovakia 

SPICE joins 14 institutions and several associated partners. A key deliverable is a www-based digital library with wave propagation codes, training material in numerical methods applied to the wave propagation problem and, eventually, simulation data. Several algorithms are now available to the scientific community. The goal is to provide any codes, tools, etc. that may be useful for researchers getting started in the field or observational seismologists interested in using the sim- 

ulation techniques. In addition to sophisticated, parallelized 3D wave propagation algorithms based on finite differences, finite elements or the pseudospectral methods for local, regional, and global models there are also simple training codes that help getting started with a particular method or can be used in tutorials. The library also contains “classical” approaches like ray-theoretical approaches, the reflectivity and the normal mode methods. The goal of this paper is to make this library known to the scientific community and to invite interested scientist to test the algorithms or to use this platform to distribute their own simulation or processing tools. 
*SPIDR – Space Physics Interactive Data Resource

http://spidr.ngdc.noaa.gov/spidr/
Support:  Produced by NOAA-NGDC, Boulder, CO

People: Eric Kihn

Description (from website)
The Space Physics Interactive Data Resource (SPIDR) is designed to allow a solar terrestrial physics customer to intelligently access and manage historical space physics data for integration with environment models and space weather forecasts. SPIDR is a distributed network of synchronous databases and 100% Java middle-ware servers accessed via the World Wide Web. By enabling easy data mirroring and eliminating the network bottlenecks associated with transcontinental links, the distributed system architecture is a key factor for low latency in multimedia data visualization and fast data delivery.
  The key concepts in the SPIDR architecture are the data basket (a collection of different space weather parameters selected from different databases for the same time interval) and space weather event. The data basket allows the user to manipulate and deliver the data in various standard formats for easy integration into existing tools. The “event” system is designed to allow the user to specify desired spatial, temporal, and parameter conditions in fuzzy linguistic and/or numeric terms and then to mine the archives and receive a ranked list of space weather events best matching the desired conditions in the historical archive.

  Once an event is discovered or identified, the client can request dynamical temporal and spatial visualization using a set of communicating Java applets, browse the archive of Sun and Earth satellite images, and request delivery of the data formatted for inclusion in model runs.

  Each SPIDR node has a database management interface, which allows data updates performed either by a local user or by another SPIDR server from the Net. The servers communicate with each other for scheduled mirroring of the data and software.

  The space weather historical archives implemented are geomagnetic field variation and indices, sunspot numbers, ionosphere, interplanetary magnetic field and sun wind parameters, cosmic rays events and sun flares, GOES, SOHO and YHOKOH satellites data.
*STARS – Solar-Terrestrial data Analysis and Reference System

http://infonet.cite.ehime-u.ac.jp/STARS/English/   

Solar-Terrestrial data Analysis and Reference System (STARS) is a Japanese contribution to the VO environment that uses a downloadable application (now Windows-only) to provides access to a large number of datasets and a variety of services such as coordinate conversion and orbit plotting.

*UK e-Science Core Programme 

http://www.rcuk.ac.uk/escience 

Dr Anne Trefethen, Deputy Director

Many areas of science, technology and commerce involve access to distributed computing and data resources, remote access to specialized and expensive facilities and worldwide collaborations of key expertise. There are many examples of such applications ranging from bioinformatics and proteomics to collaborative engineering and environmental science. These multi-disciplinary, distributed scientific collaborations define e-Science.

In April 2001, the UK government announced a 3-year e-Science initiative with some £120M funding to focus on building this capability for scientific research. The initiative has been extended to 2006 with the addition of a further £117M. Funds are spread across all the Research Councils.

The NERC Data Grid is part of the UK eScience initiative. It is developing software that will be

used by various data centres to create a ‘virtual environmental data Grid’. The first trial will involve the British Atmospheric Data Centre and British Oceanographic Data Centre. For the first time, users will be able to easily find and access both atmospheric and ocean data from these centres in exactly the same way.

*UK National e-Science Centre (NeSC)

  
www.nesc.ac.uk  

*UK Grid Operations Support Centre (GOSC)

  
www.grid-support.ac.uk 

*Unidata    

http://www.unidata.ucar.edu/publications/directorspage/UnidataOverview.html  

*Live Access Server

http://tmap.pmel.noaa.gov/~hankin/conferences/iapso_97/LAS/portable_server.htm  

For Oceanographic, atmospheric and gridded climate data. Developed at NOAA's Pacific Marine Environmental Laboratory (PMEL) to allows a scientist to break through data sharing barriers. Supporting a range of interfaces, from Java to simple HTML, the PMEL server provides a point and click front end to the scientific analysis and visualization program Ferret. The Web user can browse, visualize, subset, and reformat a range of gridded data sets on-the-fly. The server has been packaged for portability, ease of installation, and a high level of configurability. Families of servers, providing related data sets, can for a virtual data base providing a single interface that seamlessly merges distributed data sets.

*VPAC – Victorian Partnership for Advanced Computing



www.vpac.org 

Mission:  to provide High Performance Computing (HPC) facilities and support to it’s Members Universities, Industry and other 
isualization within Victoria and Australia. 

Background: The Victorian Partnership for Advanced Computing (VPAC) was established in 2000 by a consortium of six Victorian Universities: La Trobe University; Monash University; RMIT University; Swinburne University of Technology; The University of Ballarat and The University of Melbourne.

Support: VPAC has funding from the Victorian Government through the Science, Technology and Innovation Initiative, providing $6 million dollars over a period of three years. VPAC is also a founding partner of the Australian Partnership for Advanced Computing (APAC), which ensures Victorian access to the National peak super computing facility that is located at the Australian National University.

Activities. By amalgamating the resources and expertise of Member Universities, the consortium provides large-scale HPC facilities and programs in Victoria. VPAC’s main focus is on the development of partnerships, projects and programs that have tangible, short to medium term outcomes by exploiting advanced computing. VPAC undertakes upstream and industry-inspired projects in areas including: Computational Engineering, Biotechnology, Cluster Computing and Geoscience. 

VPAC’s key programs and activities: 

· A High Performance Computing Facility (a 128 processor Compaq Alphaserver SC, with 64 Gbyte of memory and 1.4 Tbyte of disk) linked to HPC facilities at Member sites, and the peak National Facility. VPAC’s facility is also linked to RMIT’s “Virtual Reality Centre”. 

· An Industry Development Program that initiates and supports programs in the use of advanced computing in industry and other 
isualization in Victoria. 

· An Expertise Program, which is an internationally 
isualizat, applied research and development group. 

· An Education Program that focuses on the development of subjects, courses and training in HPC, in collaboration with industry, education and research institutes.

Partnerships. VPAC actively seeks opportunities to partner with Member Universities, industry and other 
isualization to generate mutually beneficial outcomes. VPAC’s self-governing status allows VPAC to be highly flexible in how the company operates and the relationships and projects that it can enter into. 

….. lots more

----------------------------------------------------------------------------------------------------------

VIRTUAL OBSERVATORIES

----------------------------------------------------------------------------------------------------------

The purpose of a Virtual Observatory is to increase efficiency, and enable new science by greatly enhancing access to data, services, and computing resources. 

A Virtual Observatory is a suite of software applications on a set of computers that allows users to uniformly find, access, and use resources (data, documents, software, processing capability, image products, and services) from distributed product repositories and service providers.

A Virtual Observatory may have a single subject (for example, the Virtual Solar Observatory) or several grouped under a theme (the US National Virtual Observatory, http://www.us-vo.org/, which is for astronomy). A Virtual Observatory will typically take the form of an internet portal offering users features among the following.

· Tools that make it easy to locate and retrieve data from catalogs, archives, and databases worldwide

· Tools for data analysis, simulation, and visualisation

· Tools to compare observations with results obtained from models, simulations, and theory.

· Interoperability: services that can be used regardless of the client’s computing platform, operating system, and software capabilities

· Access to data in near real-time, archived data, and historical data.
· Additional information – documentation, user-guides, reports, publications, news, and so on. 

Virtual observatories are in varying states of development around the world -  relatively well developed in some areas, while still a noveltyin others. In the former case, eGY can be useful for publicising and promoting greater use of the existing capabilities. In the latter case, eGY can be used to justify and stimulate the development of new capabilities. In all cases, eGY can be useful for informing the provider/user communities, for coordinating activities, and for promoting international standards.

Examples of existing and planned Virtual Observatories are described briefly below.

*ASTROGRID Virtual Observatory

http://www.astrogrid.org/project
See Astrogrid below
*AVO – Astrophysical Virtual Observatory = The Virtual Observatory (VO)

http://www.euro-vo.org/ 

http://www.aus-vo.org/services.html   
(The Australian Virtual Observatory)

http://www.ivoa.net/


(The International Virtual Observatory Alliance)

http://www.astro.caltech.edu/nvoconf/
http://www.voforum.org/
VO is a collection of interoperating data archives and software tools that are linked to form a research environment in which astronomical research programs can be conducted. It includes terabyte distributed databases, data dictionaries, standards, protocols, tools, algorithms, web services, etc.

The Virtual Observatory (VO) is an international astronomical community-based initiative. It aims to allow global electronic access to the available astronomical data archives of space and ground-based observatories, sky survey databases. It also aims to enable data analysis techniques through a coordinating entity that will provide common standards, wide-network bandwidth, and state-of-the-art analysis tools. 

It is now possible to have powerful and expensive new observing facilities  at wavelengths from the radio to the X-ray and gamma-ray regions. Together  with advanced instrumentation techniques, a vast new array of astronomical  data sets will soon be forthcoming at all wavelengths. These very large databases  must be archived and made accessible in a systematic and uniform manner to  
isuali the full potential of the new observing facilities.

The Virtual Observatory aims to provide the framework for global access to the various data archives by facilitating the 
isualization
n of archiving  and data-mining protocols. The AVO will also take advantage of state-of-the-art advances in data-handling software in astronomy and in other fields. The FITS standard (~1980) paved the way for interoperability.

The Virtual Observatory initiative is currently aiming at a global collaboration of the astronomical communities in Europe, North and South America, Asia,  and Australia under the auspices of the International Virtual  Observatory Alliance (IVOA) – see below, 

which was established in 2002. IVOA involves all major astronomical observatories worldwide.

Astronomy data archives:

· Centre de Données astronomiques de Strasbourg, France (CDS) – attempts to hold electronic copies of all published astronomical data, surveys, etc

· NASA Astronomical Data Centre (ADC) Baltimore, USA  CLOSED
· NASA Extragalactic Database (NED) – interprets and combines extragalactic data

· Astronomical Data System (ADS) – holds all published astronomical literature

Ray Norris’s DATA Manifesto (draft): http://www.ivoa.net/twiki/bin/view/Astrodata/AstronomersManifesto
*CARISMA – Canadian Array for Realtime Investigations of Magnetic Activity

www.carisma.ca 
    

www.ssdp.ca 

CARSIMA (Canadian Array for Realtime Investigations of Magnetic Activity) is the Magnetometer element of the Canadian Geospace Monitoring (CGSM) project. It is the continuation of the CANOPUS magnetometer array which ran from 1986 to 2005 and utilises the same 13 fluxgate magnetometers but with an upgraded site infrastructure and data transmission system.

Contributes to ICESTAR 

People

   Ian Mann (not at Toulouse)
imann@space.ualberta.ca 

   Robert Rankin, invited by Bill

   John Ray, University of Alberta ; ICESTAR meeting, Toulouse

*WTF-CEOP - The WGISS Test Facility for CEOP

http;//jaxa.ceos.org/wtf_ceop  

Aim: To promote data utilization via a highly sophisticated data management sysem. High-capacity concentrated data.

Started on line 1 June 2005. Users need to register briefly to satisfy the CEOP data policy of keeping a record of who uses CEOP data. 

References

Ochiai, O, B Burford, K MacDonald, and Y Enloe (2006). The WGISS Test Facility for CEOP. CEOP Newsletter No. 9, Feb 2006, pp 6.

*CEOP Centralized Data Archiving and Integration system

http;//monsoon.t.u-tokyo.ac.jp/ceop-dc/ceop-dc_top.htm 

Aim: To promote data utilization via a highly sophisticated data management sysem. High-capacity concentrated data archiving system and advanced database technology is applied to large volume and various formatted earth observation data by cooperation with information technology in CEOP activity. CEOP client make user enable to access the CEOP concentrated database, browse data and download it. Data client package to use CEOP data has been developed by Kitsuregawa Lab (Univ. of Tokyo) and River and Environmental Engineering Lab (Univ. of Tokyo). You can get the package of data client system and its manual below.

!!!!! Caution !!!!!
At this moment, the system is under test operation. User account and password are given for only limited person

References

Nemoto, T and M Kitsuregawa (2005). CEOP data server and browse/analysis initerface, CEOP/IGWCCO Joinit Meeting Proceedings, pp 83-86.

Kitsuregawa, M., T Nemeto, M Yasukawa, E Ikoma, K Taniguchi, and T Koike (2006). Centralized Data archiving and integration system: University of Tokyo contribution. CEOP Newsletter No. 9, Feb 2006, pp 5.

*CoSEC – Collaborative Sun Earth Connector

http://cosec.lmsal.com/ 

http://lwsde.gsfc.nasa.gov/#vxo 

Support: Lockheed Martin

Objective.  The primary research objective of this group is the development of models and technologies that enable effective coordination and cooperation of distributed scientists, sensors, and other resources to analyse the sun-earth causal connection. The aim is to achieve integration and coordination of data analysis tasks across disparate data sources.
The Collaborative Sun-Earth Connector (CoSEC) will unite services of all sorts; CoSEC is currently focused toward solar applications using SolarSoft, but the tools are general. A nice example of its use is SolarSoft Latest Events. The Scientific Resouce Access System (SRAS) is developing similarly unifying software; they have been considering ontologies as well as the overall system architecture. [Ref: http://lwsde.gsfc.nasa.gov/#vxo]
*DataShop

http://sd-www.jhuapl.edu/datashop  

Poster at EGU’06 by Jon.Vandegriff@jhuapl.edu and Aaron Roberts

DataShop is an application for browsing, plotting, and downloading space physics data.

*Earth Observatory

http://earthobservatory.nasa.gov/
*EGSO – European Grid of Solar Observatories

http://www.mssl.ucl.ac.uk/grid/egso/ 

http://www.egso.org/ 

http://lwsde.gsfc.nasa.gov/#vxo 

Support

EGSO is funded under the Information Society Technologies (IST) thematic programme of the European Commission’s Fifth Framework Programme. The project is one of many partners from across Europe that co-operate through the EU GRIDSTART initiative. EGSO is also working closely with the US VSO project, funded by NASA.

Description

EGSO, the “European Grid of Solar Observations”, is a Grid test-bed that will lay the foundations of a “Virtual Solar Observatory”. EGSO addresses the problem of combining heterogeneous data from scattered archives of space and ground-based observations into a single “virtual” dataset. The project will also create catalogues of solar features and observation data to enable innovative searching, and provide 
isualization tools for user-friendly data browsing. EGSO will be a unique resource for the solar physics community, while also serving as an interface to solar data for the Space Weather, Climate Physics and Astrophysics communities. 

Project Partners 

EGSO consists of eight partners from across Europe, and has close links with two key US institutions: 

· University College London (UK) – Coordinating Group, Dept Space and Climate Physics (UCL-MSSL) 

Contact: Bob Bentley –Project Coordinator 

· Department of Computer Science (UCL-CS) 

Contact: Anthony Finkelstein 

· Rutherford Appleton Laboratory (RAL) (UK) , Dept Space Science and Technology 

Contact: Dave Pike 

· Istituto Nazionale di Astrofisica (INAF) (Turin, Italy) ; Includes the Observatories of Turin, Naples, Trieste and Arcetri 

Contact: Ester Antonucci 

· Politecnico di Torino (Polito) (Turin, Italy) , Dept Control and Computer Engineering 

Contact: Luigi Ciminiera 

· Observatory of Paris-Meudon (Meudon) (Meudon, France) 

Contact: Jean Aboudarham 

· Institut d’Astrophysique Spatiale (IAS) (Orsay, France) ; Jointly funded by CNRS and University Paris-Sud 

Contact: Isabelle Scholl 

· University of Bradford (UK) , Department of Cybernetics 


Contact: Valentina Zharkova 

· University of Applied Sciences, Aargau (UAS) (Brugg, Switzerland), Institut fur Informatik 

Contact: Andre Csillaghy 

· Solar Data Analysis Center, NASA-GSFC (Washington DC, USA) 

Contact: Joe Gurnan 

· National Solar Observatory (NSO-NOAO) (Tuscon AZ, USA) 

Contact: Frank Hill
*GAIA – Global Auroral Imaging Access

www.gaia.vxo.com 

http://gaia-vxo.org/ 

http://lwsde.gsfc.nasa.gov/#vxo 

The GAIA program is a multi-national VO that provides browsing, indexing, and access to ground and space based remote sensing of auroral precipitation. It currently formulates URLs of summary thumbnail images and keograms, and will at a later time provide access to full data sets. GAIA is the optical and riometer VO for the IPY ICESTAR/IHY program, and is currently being populated with summary data from the THEMIS-ASI, MIRACLE, CGSM/NORSTAR, and IRIS programs. [copied from http://lwsde.gsfc.nasa.gov/#vxo]

v. 1.0  Ian Donovan, University of Calgary (presenter at Toulouse)

Andrew Yau  yau@phys.ucalgary.ca, ICESTAR meeting, Toulouse

Under development; most modern in concept;  matrix of instruments / programs 

Contributes to ICESTAR

*ICESTAR – Interhemispheric Conjugacy Effects on Solar-Terrestrial and Aeronomy Research

http://www.icestar…..

SCAR initiative

This international program has been designed to take advantage of the large number of instruments that are, and will be, located throughout the Southern Polar Region, with the number being equal to that in the Northern Polar Region. The ICESTAR program will focus on several topics including: (1) Quantify and understand the similarities and differences between the Northern and Southern upper atmospheres; and (2) Quantify the effects on the polar ionosphere and atmosphere of the magnetospheric electromagnetic fields and particle populations.

Al Weatherwax – convened session at Toulouse

Kristi Kauristie – co-convenor, Toulouse (works with Eric Donovan, U Calgary)

Contributing data systems:  GAIA , MADRIGAL, CARISMA (ex. CANOPUS), VGMO 
*IVOA – International Virtual Observatory Alliance

www.ivoa.net
Started in 2002.

Developers: ASTROGRID (UK), AVO, NVO (USA)

Other members     Aus-VO (Australia), 

EU AVO (Europe)

ChinaVO, 

CVO (Canada), 

OVFrance, 

GVO (Germany), 

DRACO (Italy), 

JVO (Japan), 

RVO (Russia), 

VO-I (India), 

KVO (Korea)

Mission :To facilitate the international coordination and collaboration necessary for the development and deployment of the tools, systems and organizational structures necessary to enable the international utilization of astronomical archives as an integratedand interoperating virtual observatory.

People:  Andy Lawrence


eGY contact  = Alan Rodger
*MADRIGAL 

http://madrigal.haystack.edu/madrigal/ 

www.openmadrigal.org 

John Holt, MIT Haystack Observatory   (at ICESTAR meeting, Toulouse)

5 major sites; mirrored in China;  

Evolved from 1980 – 2003

Compatible with CEDAR database at NCAR
Madrigal is an upper atmospheric science database used by groups throughout the world. Madrigal is a robust, World Wide Web based system capable of managing and serving archival and real-time data, in a variety of formats, from a wide range of upper atmospheric science instruments. The basic data format is the same as that used by the National Science Foundation supported Coupling, Energetics and Dynamics of Atmospheric Regions (CEDAR) program, which maintains a CEDAR Database at the National Center for Atmospheric Research (NCAR). Data files are easily exchanged between the two sites, but Madrigal has a significantly different emphasis. Data at each Madrigal site is locally controlled and can be updated at any time, but shared metadata between Madrigal sites allow searching of all Madrigal sites at once.
*MIDL – Missiion Independent Data Layer

http://sd-www.jhuapl.edu/MIDL/ 

http://lwsde.gsfc.nasa.gov/#vxo  

MIDL unifies many energetic particle and other datasets, producing a uniform (internal) format and a collection of grpahical and analysis tools that understand that format. A generalization of this would give us generic tools for cross-spacecraft and cross-discipline studies. [copied from: http://lwsde.gsfc.nasa.gov/#vxo]  

*NVO – US National Virtual Observatory

http://www.us-vo.org/ 

Description. NVO is an NSF-funded US program to meet the next generation information requirements of astronomers. New standards for astronomical data for access, publishing, discovery, and interoperability are being developed cooperatively with the astronomical community. The emphasis is on maximum return for minimal change in procedure – from either publishers or consumers of data. Will be adding 500 TB/yr from 2004.
Vision: research results from on-line data that will be just as rich as those from “real” telescopes.

· multi-terabyte on-line databases interoperating seamlessly

· Interlinked catalogs

· Sophisticated query engines

International Virtual Observatory Alliance has been established to coordinate similar initiatives within the worldwide astronomical community.
*NVODS – National Virtual Ocean Data System

www.nvods.org 

*SKYVIEW – “the Internet’s Virtual Observatory”

http://skyview.gsfc.nasa.gov/ 


SkyView is a Virtual Observatory on the Net generating images of any part of the sky at wavelengths in all regimes from Radio to Gamma-Ray.

*SRAS – Scientific Resource Access System

http://sras.jhuapl.edu 

The Scientific Resource Access System is a project by the Johns Hopkins University Applied Physics Laboratory to provide integrated access to a wide variety of space science services such as data, services, tools and models. The project is currently in prototype development
*VSN – Virtual Seismic Network

http://eqinfo.ucsd.edu/vsn/
Developers: IRIS

Within the last several years, a new and effective real-time system for transporting and processing seismic data has been developed. This system, known as Antelope, makes it possible to integrate near real-time data from many diverse data sources over the internet into a complete real-time seismic processing system that includes detection, network triggering, event association, and preliminary location and magnitude estimates.
*VGMO – Virtual Global Magnetic Observatory. 

http://mist.engin.umich.edu/mist/vgmo/vgmo.html 

http://lwsde.gsfc.nasa.gov/#vxo 

A Virtual Global Magnetic Observatory (VGMO) is underway for ground-based magnetometer data, with Windows and Java versions operational. In this context the "Real-Time AMIE" site is of interest in that it uses data from a large set of ground-based sources. [Ref: http://lwsde.gsfc.nasa.gov/#vxo]

University of Michigan leads this effort for organizing the worldwide geomagnetic community. A prototype is developed and can be tested at
http://maggy.emgin.umich.edu/mist/
http://maggy.engin.umich.edu/mist/vgmo.html 

*VHO – Virtual Heliospheric Observatory 

http://vho.nasa.gov/ 

· See Dan’s ppt for Fall AGU’03

· The ‘L1-in-situ’ community is self-organizing under the leadership of Adam Szabo

· NRA for the L1 Cluster

· Submitted a white paper with a design concept

VHO Team Members 

Andrew Davis
CalTech 

George Ho     
APL 

Fred Ipavich    
University of Maryland 

Justin Kasper  
MIT 

Davin Larson  
Berkeley 

Tom Narock 
L3/GSFC 

Aaron Roberts 
GSFC 

Peter Schroeder 
Berkeley 

Ruth Skoug     
LANL 

John Steinberg 
LANL 

Adam Szabo 
GSFC 

Jon Vandergriff 
APL 
The Virtual Heliospheric Observatory (VHO) is beginning to unite a number of distributed repositories for heliospheric data. They will use an (extended) SPASE data model and SOAP interfaces. They are working hard at assuring the data are well calibrated and complete for improved solar wind studies. As part of this, the ACE Science Center is developing direct machine access APIs. [Ref: http://lwsde.gsfc.nasa.gov/#vxo]

*ViRBO – Virtual Radiation Belt Observatory

Developers: D.N. Baker, J.C. Green, H.W. Kroehl, E. Kihn,

Description: VRBO will bring together near-Earth particle and field measurements acquired by NASA, NOAA, DoD, DOE, and other spacecraft. Measurements will be aggregated into a readily accessible database along with analysis, visualization, and display tools that will make radiation belt information available and useful both to the scientific community and to the user community. Data from the various agencies, along with models being developed under the auspices of the National Science Foundation Center for Integrated Space Weather Modeling (CISM), will help us provide an excellent ‘climatology’ of the radiation belts over the past several decades. VRBO will also provide up-to-date date specification of conditions for event analysis and anomaly resolution. Also being examined is the possibility for near-realtime acquisition of data and utilization of CISM-developed forecast tools in order to provide users with advanced space weather capabilities.

Status: Concept development, early planning, establishing partnerships.

[Ref: Dan Baker et al.’s abstract for COSPAR 2004, Paris]
*VITMO – Virtual Ionosphere-Mesosphere-Thermosphere Observatory

http://www.cosis.net/abstracts/EGU06/09193/EGU06-J-09193.pdf?PHPSESSID=c17a2d129ee2587f0c771af83d40e7fd
Refs: 

· Dan Baker (2203). PowerPoint presentation at Fall AGU’03

· D. Morrison, D. Bilitza, M. Weiss, R. Daley, E. Immer, S. Nylund, E. Talaat, R. McGuire, R. Candey, R. Heelis, J. Russell, J. Kozyra, and P. Fox (2006). VITMO: A virtual observatory for the ionosphere-mesosphere-Thermosphere community. Poster at EGU, Viena, April 2006.

· Organized a white paper around the TIMED data system; discussing at GEM, CEDAR meetings, etc.

*VSO – Virtual Solar Observatory

http://virtualsolar.org/
http://vso.nso.edu/ 

http://umbra.nascom.nasa.gov/vso/ 
(GSFC’s VSO webpage)

http://vso.stanford.edu/    

(Stanford University’s VSO webpage)

http://lwsde.gsfc.nasa.gov/#vxo 

VSO Team members

Joe Gurman, GSFC

Alisdair Davey, SWRI

Natl Solar Observatory:
Frank Hill; Igor Suarez-Sola; Steve Wampler

Stanford University:
Rick Bogart; Karen Qing Tian

Montana State Univ: 
Alisdair Davey (and SwRI); Piet Martens; Keiji Yoshimura

NASA-GSFC: 

George Dimitoglou (and EER); Joe Gurman; Joe Hourclé

Description

The Virtual Solar Observatory (VSO) is a software system linking together distributed archives of solar data into a unified whole, along with data search and analysis tools. 

The Virtual Solar Observatory (VSO) is a bottom-up grassroots approach to the development of a distributed data system for use by the solar physics community. The beta testing version of the VSO was released in December 2003.

Activities

Starting prototype: NSO in the lead, with SDAC, Stanford, MSU

Looking ahead: 
Evaluate utility for and acceptance by the solar research community.

Link new ‘analyst’s tools’ into the VSO architecture.

Ref: Dan’s ppt for Fall AGU’03

*VSPO – Virtual Space Physics Observatory

http://vspo.gsfc.nasa.gov/websearch/dispatcher
http://vspo.gsfc.nasa.gov/websearch/about.jsp
http://www.igpp.ucla.edu/spase/meetings/March2003/VSPO.pdf 

http://lwsde.gsfc.nasa.gov/#vxo 

Funded by NASA’s Living With a Star Targeted Research and Technology Program, with seed funding from the Applied Information Systems Research Program 

PI:  D. Aaron Roberts, NASA GSFC 

Software Developer: Vasili Rezapkin, Aquilent 
Content Development: Joe King, QSS 

Data Model Development: The SPASE collaborative 

Thanks to: The LWS Ad Hoc Data Environments Working Group,  Members of the VHO , SRAS, VSO ,SPDML, EGSO, CoSEC, and MIDL teams, various people at NSSDC /SPDF, and many others.

Description. 

Current plans at both the NASA and the community wide Sun-Earth connection level include making data easily available from all missions relevant to the global problem of the effects of solar particles and fields on the Earth. The VSPO is an evolving system for accomplishing this task. The basic philosophy, shared with the Virtual Solar Observatory and many other such projects, is to register data products from disparate repositories using a common language that allows searching across datasets in a uniform way.

*VSTO – Virtual Solar-Terrestrial Observatory

http://vsto.hao.ucar.edu/index.html 

http://cedarweb.hao.ucar.edu/community/presentations/CEDAR2004_VSTO.pdf
The Virtual Solar-Terrestrial Observatory (VSTO) - a collaborative project between the High Altitude Observatory and Scientific Computing Division of the National Center for Atmospheric Research and McGuinness Associates. VSTO is funded by a grant from the National Science Foundation, Computer and Information Science and Engineering (CISE) in the Shared Cyberinfrastructure (SCI) division

VSTO provides a reliable, distributed, scalable education and research environment for searching, integrating, and analyzing observational, experimental and model databases in the fields of solar, solar-terrestrial and space physics. VSTO aims to reduce the time and effort for scientists and educators to obtain the information they need. VSTO aims to ease the burden on providers of data, tools and educational materials. VSTO provides a web presence and is accessible from other desktop applications.

VSTO will use ontologies to provide grid-enabled easy access to data in a way that works with the user's existing tools. The initial prototypes focus on access to the CEDAR database and to Mona Loa solar images, but the effort will include access to a wide variety of data and tools, including the models produced by the Center for Integrated Space Weather Modeling (CISM). [Ref: http://lwsde.gsfc.nasa.gov/#vxo]

*VMOs – Virtual Magnetospheric Observatories 

http://lwsde.gsfc.nasa.gov/VxO_05_Selections.pdf 

· See Dan’s ppt for Fall AGU’03

· VMO for radiation belts – see Dan’s ppt for NGDC presentation jan’04

· VMO for world plasma density maps using ULF waves – see Brian Fraser’s ppt for NGDC presentation Jan’04 
· Several initiatives – Space Physics Archive Search & Exchange (SPASE), etc.

· Presentation at Yosemite conference in Feb 03.

· LWS data systems engineering is prototyping capabilities w/ Polar/Wind/Geotail data.
----------------------------------------------------------------------------------------------------------

Earth Observing System Initiatives

----------------------------------------------------------------------------------------------------------

*ACOS – Advanced Coronal Observing System

http://web.hao.ucar.edu/public/asr/asr95/acos.html
*AEO – Alliance for Earth Observations

http://www.strategies.org/Alliance/default.htm 

The Alliance for Earth Observations is a publicly and privately funded initiative of the Institute for Global Environmental Strategies to promote the understanding and use of land, air and sea observations for societal and economic benefit.

Mission:  To promote the understanding and use of Earth observations for societal and economic benefit.

 The Alliance will: 

· Serve as a communication link between the industrial, non-governmental, academic and governmental sectors;

· Encourage broad participation in the development of a national strategy for Earth observations;

· Monitor and provide input to national and intergovernmental deliberations;

· Reach out to and educate non-traditional business sectors on the benefits of Earth observations; and

· Create a sense of partnership by bringing together the diverse groups of users that comprise the Earth observations community.

Partners
Ball Aerospace, Boeing, Ceisin, CSTARS, ESRI, Harris, ITT Industries, Lockheed Martin, Nature Serve, Northrop Grummon, Raytheon, SAIC, Scripps Inst Oceanography, Space Systems Loral, Woods Hole Inst Oceanography.
*CEOS – Committee on Earth Observation Satellites

www.ceos.org
Membership

Membership comprises the world's government agencies responsible for civil Earth Observation (EO) satellite programs, along with agencies that receive and process data acquired remotely from space.

24 Members (in 2005) : NOAA, NASA, CNES, JAXA, ESA, CSA, …. , CSIRO, ….

23 Associate members (in 2005) 

Origin

Created in 1984 in response to recommendation of Panel of Experts on Remote Sensing from Space, under aegis of the Economic Summit of Industrialised Nations Working Group on Growth, Technology and Employment.

Main goal:  to ensure that critical scientific issues relating to Earth observation and global change are covered and that satellite missions do not unnecessarily overlap each other.

Objective.  

To provide coordination of the earth observations being provided by satellite. CEOS strives to facilitate the necessary harmonisation and achieve maximum cost-effectiveness for the total set of space-based observation programmes of member cokuntries and agencies.

References

CEOS Earth Observation Handbook, 2005  (produced by Stephen Ward)

Secretariat is maintained by ESA jointly with EUMETSAT, NASA, NOAA, MEXT, and JAXA. Currently hosted at British National Space Centre (BNSC)

Chair 2006-2007:  Dr Conrado Varotto, Argentina

Past Chair 2005-2006: Colin Hicks, Director BNSC  (assistant = Mark Churchyard)

Annual Plenary - responsible for policy & decisions

CEOS is managed by annual Plenaries in November. Rotating chair (annual)

Working Groups

WGCV - Working Group on Calibration and Validation (Stephen Ungar, Petya Campbell)

WGISS - Working Group on Information Systems and Services  http://wgiss.ceos.org 
GISTDA – Geo-Informatics and Space Technology Development Agency (Darasri Dowreang; Pakorn Apaphant)

WGEdu - Working Group On Education, Training, and Capacity Building  http://wgedu.ceos.org/
CEOS WSSD Follow-up Program

CEOS Ad-hoc Team on Utilization

SIT – CEOS Strategic Implementation Scheme; set up in 1996 to involve CEOS in the establishment of the IGOS Partnership.

*WGISS – Working Group on Informaton Systems and Services

http://wgiss.ceos.org 

Chair

Ivan Petitville, ESA

Past Chair
John Faundeen, USGS  (introduced to Bill by Robin Pfister)

WGISS is one of two subgroups supporting CEOS. WGISS promotes collaboration in the development of systems and services that manage and supply Earth Observation data to users world-wide.
*CEOP - Coordinated Enhanced Observing Period

http://www.ceop.net 

Coordinated Enhanced Observing Period (CEOP) was started in 2001 for a better understanding of the water and energy cycle, and the seasonal progression of monsoon systems. To achieve these objectives, scientific, observational and data management strategies have been developed in CEOP activities (see CEOP web site for detail information).
*COPES - Coordinated Observation and Prediction of the Earth System

http://copes.ipsl.jussieu.fr/index.html  

http://copes.ipsl.jussieu.fr/AboutCopes/ 

Origin:  COPES is a new strategic framework, launched by WCRP for its activities in 2005-2015.

Aim:  to facilitate analysis and prediction of Earth system variability and change for use in an increasing range of practical applications of direct relevance, benefit and value to society.

Function:  COPES will provide the unifying context and agenda for the wide range of climate science coordinated by, and performed through, WCRP core projects, and other activities, and for demonstrating their relevance to society. Specific, time-limited objectives will be identified and set annually by the Joint Scientific Committee (JSC) for the WCRP. An initial list of topics includes: seasonal prediction, monsoons, and sea-level rise. The necessary activity to achieve these objectives will, in general, be performed through the continuing WCRP projects.

People

Gilles Sommeria (WCRP) attended IGOS-P Nov’04 Beijing
*GOS - Global Observing System

The Global Observing System (GOS) is part of WMO’s WWW; it includes about 10,000 stations on land, delivering met data every three hours

*GEM – Geospace Environment Modelling project

http://www-ssc.igpp.ucla.edu/gem/index.html 

Driver: NSF Division of Atmospheric Sciences initiative 

Aim: to coordinate and focus research on the near-earth portion of geospace from the lower ionosphere to where the earth system interacts with the solar wind. The purpose of GEM program is to support basic research into the dynamical and structural properties of geospace, leading to the construction of a global geospace general circulation (GGCM) model with predictive capability. 

The GGCM effort is now being treated as a separate campaign. The strategy for achieving GEM goals is to undertake a series of campaigns, in both theory and observational modes, each focusing on particular aspects of the geospace environment. Beginning in 1991 and continuing through about fiscal year 1996 the first campaign focused on the magnetospheric cusp and boundary layer. The second campaign on the magnetotail and substorms ran from 1994-2003. Now underway are the third campaign on the inner magnetosphere and fourth campaign on the Magnetosphere-Ionosphere Coupling

*Global Change Master Directory

http://gcmd.gsfc.nasa.gov/Aboutus/sitemap.html 

*GMES – Global Monitoring for Environment and Security

A European Union joint initiative. 

Led jointly by the European Commissioon and ESA

GMES is Europe’s primary contribution to GEOSS, 

Timetable

Nov’01 
Edinburgh. ESA Council approved GSE program (Earthwatch GMES Service Element)

2001-2003    Initial Period of GMES development

2004-2008
GMES Implementation Period

*IEOS – Integrated Earth Observation System

http://www.noaa.gov/lautenbacher/oceanology.htm
A global system of missions made up of EOS (Earth Observing System) satellites together with other Earth observation missions from NOAA (National Oceanic and Atmospheric Administration), Europe, and Japan.

*IWGEO – Interagency Working Group on Earth Observation

http://iwgeo.ssc.nasa.gov/ 

IEOS is the US national contribution to GEOSS

The Interagency Working Group on Earth Observations (IWGEO) has developed a plan for the IEOS.

· IWGEO = representatives from 17 US federal agencies: DHS, DOC, DOE ... 

· Came out of the Environmental Summit

· IWGEO reports to the National Science and Technology Council's (NSTC) Committee on Environment and Natural Resources (CENR)
· Co-chaired by 
Ghassem Asrar (NASA)




Cliff Gabriel (OSTP – the White House Office of Science and Technology Policy), and 





Greg Withee (NOAA - NESDIS)

During the Earth Observation Summit of July 31, 2003, the intergovernmental ad hoc Group on Earth Observations (GEO) was formed to develop a 10-year plan for implementing an integrated Earth Observation System. Subsequently, the Interagency Working Group on Earth Observations (IWGEO) was formed to develop a 10-year plan for implementing the United States' components of an integrated Earth Observation System (IEOS).  

IWGEO Subteams

Architecture Subteam.  Leader = Eliot Christian

Architecture and Data Management Working Group.  Chair = Tom Karl, Director, National Climatic Data Center, NOAA

Documentation

IWGEO has produced an 84-page draft Strategic Plan for the US IEOS (filed under GEO*)

*IGOS – International Global Observing Strategy

www.igospartners.org 

Started about 1998

Partners each provide their own funding (to attend meetings etc.)

Secretariat

Provided by NOAA and JAXA (volunteers). 

Objectives

IGOS seeks to provide a comprehensive framework to harmonize the common interests of the major space-based and in-situ systems for global observation of the Earth. It is being developed as an over-arching strategy for conducting observations relating to climate and atmosphere, oceans and coasts, the land surface and the Earth's interior. IGOS strives to build upon the strategies of existing international global observing programmes, and upon current achievements. It seeks to improve observing capacity and deliver observations in a cost-effective and timely fashion. Additional efforts will be directed to those areas where satisfactory international arrangements and structures do not currently exist. 

Founding Partners:  CEOS, ….

People
Co-Chair
Dietrich Leihner, FAO, Rome



Co-Chair
Xu Guanhua, Minister for Science & Technology, China



Past Co-chair
Greg Withee, NOAA

Past Co-chair
Furu Hama, JAXA, Japan  (JAXA replaced NASDA)

Themes

· Oceans

· The Carbon cycle Geohazards

· The Water cycle

· Coastal areas with a Coral Reef sub-theme

· Atmospheric Chemistry

Publications:  IGOS Carbon Theme Report, 2004

Activities:  IGOS runs GTOS

*IGOS-P - International Global Observing Systems Partners

www.igospartners.org 

Formal Partners in IGOS are:

1) CEOS - Committee on Earth Observation Satellites  www.ceos.org 

2) FAO -  Food and Agriculture Organization of the United Nations  www.fao.org 

3) GCOS - Global Climate Observing System   www.wmo.ch/web/gcos/gcoshome.html 

4) GOOS - Global Ocean Observing System   http://ioc.unesco.org/goos/ 

5) GOS/GAW -  Global Observing System/Global Atmosphere Watch of WMO  www.wmo.ch 

6) GTOS -  Global Terrestrial Observing System  www.fao.org/gtos/ 

7) ICSU -  International Council for Science  www.icsu.org 

8) IGBP - International Geosphere-Biosphere Programme  www.igbp.kva.se 

9) IGFA -  International Group of Funding Agencies for Global Change Research  www.igfagcr.org 

10) IOC-UNESCO -  Intergovernmental Oceanographic Commission of UNESCO  http://ioc.unesco.org/iocweb/ 

11) UNEP -  United Nations Environment Programme  www.unep.org 

12) UNESCO - United Nations Educational, Scientific and Cultural Organization www.unesco.org 

13) WCRP - World Climate Research Programme www.wmo.ch/web/wcrp-home.html 

14) WMO - World Meteorological Organization www.wmo.ch 

*IGOSS – International Global Observing System of Systems (also called Services System?)

Has 14 partner organisations; seeks to unite the major satellite and surface-based systems for global environmental observations of the atmosphere, oceans, and land.

*IOOS – Integrated and Sustained Ocean Observing System

www.ocean.us  

IOOS is an operationally-focused US national system that will be a key and enabling U.S. contribution to the international Global Ocean Observing System (GOOS) and the Global Earth Observing System of Systems (GEOSS). The research-focused observatories enabled by NSF’s OOI will be networked, becoming an integral part of the proposed IOOS

Ocean.US was created by the National Oceanographic Partnership Program to coordinate the development of an operational and integrated and sustained ocean observing system (IOOS). Information from this IOOS system will serve national needs for: 

· Detecting and forecasting oceanic components of climate variability

· Facilitating safe and efficient marine operations

· Ensuring national security

· Managing resources for sustainable use

· Preserving and restoring healthy marine ecosystems

· Mitigating natural hazards

· Ensuring public health

*ION - International Ocean Network

http://seismo.berkeley.edu/seismo/ion/  

ION started as a Commission within IASPEI; made an Inter-Asssociation Commission of IUGG in 2004.

IAGA liaison = Prof. Hisashi Utada, Earthquake Res Inst., Tokyo

Chair:


• 
  Prof. Adam  Schultz, Oregon State  University, USA (mailto:adam@coas.oregonstate.edu)

 Secretary:


• 
 Prof. Dr.  Heinrich Villinger, Univ.  of Bremen, Germany (vill@alf.zfn.uni-bremen.de)

 Members:


• 
 Prof. Keir  Becker, RSMAS, Miami,  USA (kbecker@rsmas.miami.edu)


• 
 Prof.  John Delaney, UW Seattle,  USA (jdelaney@u.washington.edu)


• 
 Dr.  Robert Detrick, Woods Hole Oceanographic  Institution USA (mailto:rdetrick@whoi.edu)


• 
Prof. Adam  Dziewonski, Harvard  University, Massachusetts, USA (dziewons@seismology.harvard.edu)


• 
 Prof.  Paolo Favali, INGV Italy (paolofa@ingv.it)


• 
Dr. Richard  Lampitt, Southampton Oceanography Centre, UK (rsl@soc.soton.ac.uk)


• 
Dr  Hitoshi Mikada, JAMSTEC Japan (mikada@jamstec.go.jp)


• 
Prof.  Jean-Paul Montagner, IPG Paris, France (jpm@ipgp.jussieu.fr)


• 
Prof. Christopher  Mooers, RSMAS, Miami, USA  (cmooers@rsmas.miami.edu)


• 
 Prof.  John Orcutt, IGPP Univ. California San Diego (mailto:jorcutt@igpp.ucsd.edu)


• 
Prof.  Barbara Romanowicz, University of California, Berkeley USA (Barbara@seismo.berkeley.edu)


• 
Dr.  Kiyoshi Suyehiro, JAMSTEC, Japan (suyehiro@jamstec.go.jp)


• 
Prof.  Pascal Tarits, UBO, France (tarits@univ-brest.fr)

Participants:


• 
Alan  Chave, Woods Hole Oceanographic Institution, USA (achave@whoi.edu)


• 
Prof  Colin Devey, University of Bremen, Germany (cwdevey@uni-bremen.de)


• 
Dr  Ralph Stephen, Woods Hole Oceanographic Institution (rstephen@whoi.edu)


• 
Dr  Rhett Butler, IRIS (Rhett@iris.edu)


• 
Dr Roland  Person, IFREMER, France (Roland.Person@ifremer.fr)

Industrial Liaison:


• 
Nazeeh  Shaheen, NautrixMaripro (nazeeh.shaheen@nautrixmaripro.com)


•   Jason  Stanley, Shilling Robotics (Jason.Stanley@shilling.com)
Diary

1995 
Marseilles ION Workshop 

Mt Fuji OHP/ION Symposium

Sep 04
IUGG EC voted to make ION an Inter-Association Commission

Mar 05
Prof Utada appointed IAGA liaison for ION
Aim

To enhance the ability of the international earth, ocean, and atmospheric sciences communities to coordinate long-term ocean-based, and curiosity and/or hypothesis-driven (as opposed to operational oceanographic) obsevations of the solid Earth, the water column, and the air-sea interface.

To take advantage of on-going efforts in several countries, the International Ocean Network (ION) was formed to foster synergies among different disciplines, and to facilitate cooperation in the development of critical elements of the observing systems, harmonization of those elements of the system that would allow shared maintenance of the observatories, development of common plans for the use of international resources (e.g. Ocean Drilling Program, Global Ocean Observing System,...), timely exchange of data, coordination of siting plans.

Objectives of ION

Long term observations on the ocean floor of a variety of phenomena are required to address a range of important problems in Earth systems science.

Observatories must be sites where scientists can deploy diverse instruments and share infrastructure, in which observations of several different phenomena are combined and are continued at the decadal time scale.

Data collected at the observatories must be made freely available to the global community of scientists.

ION must function as a clearing house for the exchange of information and for data exchange, and as an advocacy group to funding agencies.

Coordination Activities

Site placement of observatory locations

Site surveys associated with the establishment of observatory areas

Preparation of such areas, including interactions with IUODP

Establishment of agreed standards for interoperability of observatory hardware (instrumentation), data sharing, and transparency

Leverage of different participating national group’s operations and maintenance including but not limited to ship operations.

*OOI – Ocean Observatories Initiative

http://www.orionprogram.org/OOI/default.html 

“Enabling Ocean Research in the 21st Century”

Objective: to provide the U.S. ocean sciences research community with access to the basic infrastructure required to make sustained, long-term and adaptive measurements in the oceans

Driver: the National Science Foundation’s (NSF’s) Ocean Sciences Division has developed the Ocean Observatories Initiative (OOI). 

Background. The OOI is an outgrowth of several years of community-wide scientific planning efforts, both nationally and internationally. OOI builds upon recent technological advances, experience with existing observatories, and is underpinned by several successful pilot and testbed projects. As theses efforts mature, the research-focused observatories enabled by the OOI will be networked, becoming an integral part of the proposed Integrated and Sustained Ocean Observing System (IOOS: www.ocean.us ) IOOS is an operationally-focused national system and in turn will be a key and enabling U.S. contribution to the international Global Ocean Observing System (GOOS) and the Global Earth Observing System of Systems (GEOSS: www.earthobservations.org). 
The infrastructure provided to research scientists through the OOI will include the cables, buoys, deployment platforms, moorings and junction boxes, required for power and two-way data communication to a wide variety of sensors at the sea surface, in the water column, and at or beneath the seafloor. The initiative also includes components such as unified project management, data dissemination and archiving, and education and outreach activities essential to the long-term success of ocean observatory science. A fully operational research observatory system would he expected to meet most of the following goals: 
· continuous observations at time scales of seconds to decades 
· spatial measurements from millimeters to kilometers 
· sustained operations during storms and other severe conditions 
· real-time or near-real-time data as appropriate 
· two-way transmission of data and remote instrument control 
· power delivery to sensors between the sea surface and the seafloor 
· standard Plug-n-Play sensor interface protocol 
· autonomous underwater vehicle (AUV) dock for data download/battery recharge 
· access to deployment and maintenance vehicles that satisfy the needs of specific observatories 
· facilities for instrument maintenance and calibration 
· a data management system that makes data publicly available 
· an effective education and outreach program
*IGGOS = *GGOS – Integrated Global Geodetic Observing System 

http://www.gfy.ku.dk/~iag/iggos_prop_june_03.htm
GGOS is an IAG project

Chair = Prof. Reigber, GFZ (interested in Geomagnetism)

IAG is currently (in 2003) reorganizing its global geodetic infrastructure using a holistic approach. Monitoring and analysis, as enabled by the global geodetic networks, is put under the umbrella of the IAG project IGGOS (Integrated Global Geodetic Observing System). 

*IGOSS – Integrated Global Oceans Services System

http://www-cger.nies.go.jp/cger-e/db/info-e/InfoDBWeb/prog/igoss.htm
Objectives The Integrated Global Ocean Services System (IGOSS) is an international system for the collection and exchange of ocean data (such as temperature and salinity) and the preparation and dissemination of oceanic products and services.

IGOSS is coordinated jointly by the Intergovernmental Oceanographic Commission (IOC) of UNESCO and WMO. It consists of national facilities and services provided by 125 participating member countries who share data for mutual benefit. IGOSS functions as an observation module for the Global Ocean Observing System (GOOS).

Programme The IGOSS system consists of the following three components:

· IGOSS Observing System (IOS) In IOS, naval ships, research vessels and merchant ships in the Ships of the Opportunity Programme (SOOP) along with fixed and floating buoys transmit oceanographic data such as subsurface temperature and salinity in near-real time.

· IGOSS Data Processing and Services System (IDPSS)  IDPSS consists of several types of national, specialized and world data centres for processing and disseminating data and data products.

· IGOSS Telecommunications Arrangements (ITA)  The backbone of ITA is the Global Telecommunication System (GTS) of the WMO. GTS enables free and open data exchange for all member states.

Structure:   
representatives from member states, 



the IGOSS Bureau, 



Joint Committee Chairman and Vice Chairman, and



An IGOSS Operations Coordinator who is located at the IOC Secretariat in Paris, France.

*GOS - Global Observing Systems

The following GOSs (GCOS, GOOS, GTOS, have been set up in partnership between ICSU, WMO, IOC, UNESCO, FAO, and UNEP. The aim is to improve monitoring of the global earth system.

*GCOS – Global Climate Observing System

http://www.wmo.ch/web/gcos/gcoshome.html  

Established formally in 1992 by WMO, UNEP, IOC (UNESCO’s Intergovernmental Ocanographic Commission), and ICSU.

Drivers: WMO   UNESCO   UNEP    ICSU

GCOS was recommended in 1990 by the Second World Climate Conference (SWCC), to be based on the World Weather Watch (WWW) Global Observing System and the integrated Global Ocean Services System (IGOSS), including both surface-based and space-based observing components. GCOS should underpin the four components of the World Climate Program: climate data, applications, impacts, and research. 

FROM THE HOME PAGE:  The Global Climate Observing System (GCOS) was  established in 1992 to ensure that the observations and information needed to address  climate-related issues are obtained and made available to all potential users. It is  co-sponsored by the World Meteorological Organization (WMO),  the Intergovernmental Oceanographic Commission (IOC) of UNESCO, the United Nations Environment  Programme (UNEP) and the International Council for  Science (ICSU). GCOS is intended to be a long-term,  user-driven operational system capable of providing the comprehensive observations  required for monitoring the climate system, for detecting and attributing climate change,  for assessing the impacts of climate variability and change, and for supporting research  toward improved understanding, modelling and prediction of the climate system. It  addresses the total climate system including physical, chemical and biological properties,  and atmospheric, oceanic, hydrologic, cryospheric and terrestrial processes.

GCOS does not itself directly make observations nor generate data products. It  stimulates, encourages, coordinates and otherwise facilitates the taking of the needed  observations by national or international organizations in support of their own  requirements as well as of common goals. It provides an operational framework for  integrating, and enhancing as needed, observational systems of participating countries and  organizations into a comprehensive system focussed on the requirements for climate issues.  GCOS builds upon, and works in partnership with, other existing and developing observing  systems such as the Global Ocean Observing System, the Global Terrestrial Observing  System, and the Global Observing System and Global Atmospheric Watch of the World  Meteorological Organization.

GCOS is  directed by a Steering Committee which provides guidance,  coordination and oversight to the programme. Three science panels, reporting to the  Steering Committee, have been established to define the observations needed in each of the  main global domains (atmosphere, oceans, and land), to prepare specific programme elements  and to make recommendations for implementation. The GCOS Secretariat, located at the WMO  headquarters in Geneva, Switzerland, supports the activities of the Steering Committee,  the panels and the GCOS programme as a whole.

GCOS  Objectives

GCOS is intended to meet the needs for:

· Climate system monitoring, climate change  detection and monitoring the impacts of and the response to climate change, especially in terrestrial ecosystems and mean sea-level;

· Climate data for application to national  economic development;

· Research toward improved understanding,  modeling  and prediction of the climate system.

GCOS  Priorities

· The earliest possible detection of climate trends  and climate 

· change due to human activities;

· Seasonal-to-interannual  climate prediction;

· Reduction of the major uncertainties in long-term climate  prediction;

· Improved data for impact analysis.
*GOOS – Global Ocean Observing System

http://www.ocean.us 

Established formally in 1993, sponsored by IOC, WMO, UNEP, and ICSU.

Drivers: IOC (UNESCO)

Secretariat = Five persons in Paris with IOC (UNESCO)

The oversight office in NOAA is responsible for the US Interagency effort (IOOS) which is the US component of GOOS (see http://www.ocean.us). Parts of the US effort are still being organized…

Australian partner = CSIRO Marine Science, Hobart

People


Paul DiGiacomo, attended IGOS-P Nov’04

*GTOS – Global Terrestrial Observing System

Established formally in 1996 by FAO, ICSU, UNEP, UNESCO, and WMO. 

Driver: FAO and UNEP

Objective: to provide the base data and observational framework needed to address the impacts of global change on terrestrial and freshwater ecosystems. 

*GOSIC - The Global Observing Systems Information Center 

www.gosic.org 

GOSIC provides access to data and information, and overviews of the structure and programs for the Global Climate Observing System (GCOS), the Global Ocean Observing System (GOOS), and the Global Terrestrial Observing System (GTOS). 

Some needs of GCOS, GOOS, and GTOS are provided by partner observing programs such as 

· GAW: the Global Atmosphere Watch

· WWW: the World Weather Watch

· JCOMM: the Joint Commission on Oceanography and Marine Meteorology.

GOSIC provides access to data and information of these partner programs, but not always to the same level of detail.

*ESONET – European Sea Floor Observatory Network

  www.abdn.ac.uk/ecosystem/esonet/index2.htm 

The aim of ESONET is to establish the basis for a marine component of GMES (Global Monitoring for Environment and Security) comprising a network of long-term, sea floor, multi-disciplinary observatories at key provinces around the European margin providing continuous vigilance in relation to geophysical, biogeochemical, oceanographic and biological phenomena. ESONET will be focussed beyond the continental shelf edge in the ocean margin areas down to 4000m depth which are less well known than the shelf itself and generally beyond the reach of existing ocean data systems. The European Ocean Margin region extends approximately 15,000km from the Arctic Ocean to the Black Sea with an area of ca. 3 million km 2this great submarine terrain is comparable with the total land mass of Europe. Only a small fraction has been explored and new features, and communities of animals are discovered every year. It is important that monitoring of Biodiversity and Global change be established in this realm. 

Monitoring of the sub-sea  environment presents unique difficulties since there are little or no historical data based on human observation as for the terrestrial environment and furthermore, the sea beyond a few centimetres below the surface is inaccessible to optical remote sensing from aircraft or space. Establishment of an in situ observatory network is an important first step in management and conservation of this realm. The observatories should include geophysical monitoring of the sea floor, water column measurements and biological sensors, thus logging everything from earthquakes to whale sounds. They will extend their scope of observation to the following-up of anthropogenic intrusions such as dangerous wreck or industrial exploitation.

*ESSP - The Earth System Science Partnership 

http://www.essp.org/ 

Sponsor:  WMO?

ESSP is a joint initiative of four global change programmes:

DIVERSITAS – an integrated programme of biodiversity science

IGBP – International Geosphere-Biosphere Programme

IHDP – International Human Dimensions Programme on Global Environmental Change

WCRP – World Climate Research Programme
*WWW – World Weather Watch

  www.abdn.ac.uk/ecosystem/esonet/index2.htm 

WWW is a program of the WMO. Providesa truly worldwide operational system  to which virtually every country contributes, every day of every year, for the common benefit. The Global Observing System (GOS) is part of the WWW; it includes about 10,

----------------------------------------------------------------------------------------------------------

Grid Summary 

HealthCare & Life Sciences Grids

· University of Pennsylvania – NDMA

· eDiamond – Oxford University (see above)

· Smallpox Grid

· LSU Eye Center

· North Carolina BioInformatics Grid

· Aventis

· Novartis

· University of Oregon – Electro-Geodesics

· Shanghai Life Sciences Institute

· St. Judes Childrens Research Hospital


Education Grids

· TeraGrid – Distributed Terascale Facility

· China Grid

· University of Virginia

· WestGrid

· University of Florida

· Indiana University

· University of Southern California

· Tokyo Institute of Technology  (TITEC)
· Open and Distance Education VO http://www.odeluce.stir.ac.uk/virtual.htm
· SkyView VO http://skyview.gsfc.nasa.gov
· Chabot’s Virtual Space and Science Center http://ww.chabotspace.org/vsc/observatory/default.asp
· Hayden Planetarium

Government Grids

· UK eScience Grid

· MyGRID (UK)  
http://research.ecs.soton.ac.uk/projects/myGrid.html
· CERN

· KISTI

· European DataGrid

· Netherlands Computing Grid 

· Japanese National Institute AIST
























Virtual Observatories, Data, Information, e-Science, Grid, and Observation Systems  








eGY list of Virtual Observatories, Data and Information Systems, etc.
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