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Fig 3: Top left panel:  Reference spectrum at  high resolution. Top right panel: 
COSI reference spectrum at native resolution (black) compared with the TSIS high 
resolution spectrum (blue) Bottom left panel: COSI reference spectrum at 1nm-
resolution (black) and low resolution (black), TSIS-1nm (blue) and the Thuillier 
spectrum (green). Bottom right panel: Ratio between the observational SSI 
spectrum and the COSI synthetic spectrum at 1nm resolution.

Code for Solar Irradiance - Validation

Abstract
The precise knowledge of the solar spectrum is key for various applications in
astrophysics as well as for the Earth Observing community. Due to the
systematic differences between available solar spectra the community agreed to
use one ”nominal” spectrum as the reference. The new reference spectrum is
based on a combination of two datasets. First, with the radiative transfer code
COSI (COde for Solar Irradiance) we calculate the high-resolution spectrum.
Second, the 2008 solar min spectrum is used to determine the absolute scale of
the spectrum. The combination of both elements guarantees a that the best
possible high-resolution spectrum is available which agrees with observations
with the lowest uncertainty. We introduce a new high-resolution reference
spectrum based with the associated uncertainties. The new dataset will allow to
decrease systematic uncertainties for several applications.

Fig. 2: Left panel: Relative intensity calculated with COSI based on 3D MHD simulations
(100G), and the respective intensity distributions calculated with COSI, RH and the MURaM
radiative scheme (from Haberreiter et al., 2021). The COSI code gives consistent results
compared to other spectral synthesis codes and observations.

Fig 1: Top left panels: 
Comparison of synthetic spectra 
obtained using the quiet Sun model 
FAL99-C with the COSI and RH 
codes, respectively, and the 
reference solar spectrum by 
Thuillier et al. (2004). Left bottom 
panel: ratio of spectra obtained 
using the COSI and RH codes. All 
spectra have been smoothed with a 
3 nm-wide Gaussian function and 
then interpolated to a common 
spectral grid (Criscuoli et al., 2020).  
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RH 8-pt interpol.
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Fig. 2. Relative intensity calculated with the
MURaM (top left), COSI (top right), RH based on
the original MHD grid (bottom left), and RH based
on the 8-pt interpolated MHD grid (bottom right).
Each snaphot was normalized to its respective mean
intensity.

Shapiro et al. 2010; Criscuoli et al. 2020) allows us to calcu-
late the atomic level populations and the emergent intensity tak-
ing into account non-local thermodynamic equilibrium (non-
LTE), which is a key element for the calculation of the UV
spectral range. The atomic data used in COSI are explained in
detail in Shapiro et al. (2010) and the numerical scheme of the
radiative transfer goes back to Hamann & Schmutz (1987) and
Hubeny (1981). The scheme was first applied to solar studies by
Haberreiter et al. (2008a,b). So far, COSI calculations have been
based on vertical atmosphere structures, such as the 1D atmo-
sphere structures by Fontenla et al. (1999). In this work, we use
for the first time 3D MHD simulations as input to COSI.

Second, we make use of the RH code (Uitenbroek 2001).
This radiative transfer code can compute emergent intensities
at di↵erent viewing angles in di↵erent geometries. It allows
the computation of several atomic and molecular transitions in
both LTE and non-LTE under complete or partial redistribution.
Because of its versatility, RH is widely employed for spectral
and spectro-polarimetric syntheses of atomic and molecular lines
in solar and stellar atmospheres, and more recently it has been
employed for solar irradiance reconstructions (Criscuoli et al.
2018; Criscuoli 2019; Berrilli et al. 2020). A massively paral-
lel version, RH1.5D, allows us to compute emergent radiation
on a column-by-column basis (Pereira & Uitenbroek 2015) and
has been used for syntheses from 3D MHD simulations (e.g.,
Pereira et al. 2013; Antolin et al. 2018; Peck et al. 2019). We
make use of RH1.5D to allow for the e�cient calculation of
intensities from the simulations. Because we focus on LTE cal-
culations for the vertically emergent intensity, there is no di↵er-
ence between a 1.5D calculation and a full 3D calculation.

Third, the MURaM code is a radiative MHD code that
was originally developed by Vögler et al. (2005). We use here
the version of Rempel (2014) that uses a di↵erent formu-
lation of numerical di↵usivities and has been tweaked for
computational performance. The radiative transfer scheme is
identical to Vögler et al. (2005), but has been expanded to
allow for additional diagnostic radiative transfer as described in

Rempel (2020). In this study we use MURaM in two capaci-
ties: (1) to compute the MHD snapshots analysed and (2) to
use the radiative transfer solver of MURaM in order to com-
pute diagnostic intensities for comparison. To this end we use the
approach detailed in Rempel (2020) in combination with a RH
based opacity table from Criscuoli et al. (2020). The MURaM
RT scheme (Vögler et al. 2005) uses short characteristics inte-
gration as described in Kunasz & Auer (1988). Since gradients
in opacity, density and source function are steep, MURaM uses
a linear interpolation for enhanced stability. This can lead to
artificial broadening of inclined rays as discussed by Peck et al.
(2017). Since we focus in this paper only on the intensity for ver-
tical rays (i.e., coordinate axis aligned rays), intensity di↵usion
is not a concern. Finally, as already indicated above, MURaM
uses the same opacities as RH. The main purpose of this paper
is to benchmark the radiative transfer codes and to validate their
performance. For the present study to be consistent all radia-
tive transfer calculations are done in LTE. The basic concept of
the radiative transfer equations and its solution is given in the
Appendix. We are specifically interested in validating the codes
for the continuum wavelength. We have identified the wave-
length of 665.01 nm to be free of spectral lines, and therefore
adopt it for this study, hereby referring to it as 665 nm.

4. Results

For each column in the MHD simulation box we have calcu-
lated the intensity spectrum at 665 nm in LTE. For the com-
parison of the results it turned out to be important to use an
identical grid for all three radiative transfer codes. This is par-
ticularly important as the MURaM radiation scheme is inher-
ently set up to use a grid that is shifted from the MHD grid by
half a grid point in all three dimensions (i.e., MHD quantities
are cell-centred while intensities are computed on cell corners).
Data are interpolated onto this grid by using the 8-pt average of
the surrounding grid cells. Figure 2 shows the normalized inten-
sities for the 100 G snapshot for MURaM (left panel), RH based
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Figure 1 Top and middle panels: comparison of synthetic spectra obtained using the quiet Sun model
FAL99-C with the COSI and RH codes, respectively, and the reference solar spectrum by Thuillier et al.
(2004). Bottom panel: ratio of spectra obtained using the COSI and RH codes. All spectra have been smoothed
with a 3 nm-wide Gaussian function and then interpolated to a common spectral grid.

RH adopts a multilevel accelerated lambda iteration (MALI) method for the NLTE ra-
diative transfer computations. The code is one of the most flexible currently available, as
it allows the NLTE (and LTE) computation of several atomic and molecular species at the
same time, under complete or partial redistribution, for a variety of geometries (1-D, 2-D,
3-D and spherical). A parallelized version, RH1.5D (Pereira and Uitenbroek, 2015) allows
quick calculations from 3-D models by treating each column in the model as an indepen-
dent 1-D model (1.5-D approximation). The RH atomic and molecular database has been
recently updated to include most recent atomic and molecular parameters from the Kurucz
database and iron photoionization cross-sections as described in detail in Criscuoli (2019).
Full NLTE calculations were carried out for the following species: H, C, Ca, Al, Mg, Fe,
Si, and Na, comprising a total of 978 bound-bound transitions. Molecular lines, along with
the remaining atomic lines from the Kurucz database, were computed in LTE. In RH the
contribution of atomic and molecular lines to the background opacity is computed explicitly
without making use of ODFs.

The excess of UV flux mentioned above is compensated for in both codes by multiplying
the continuum opacity with numerical factors determined by imposing the requirement that
the synthetic spectrum match the observed one. This approximation is widely used for the
syntheses of solar and stellar spectra (e.g. Bruls, Rutten, and Shchukina, 1992; Busá et al.,
2001; Sasso et al., 2017) and a detailed description of its implementation is provided in
Shapiro et al. (2010) and Criscuoli (2019) for COSI and RH, respectively.

Synthetic spectra between 230 and 2000 nm were computed with COSI and RH using
the set of atmosphere models described in Fontenla et al. (1999). For COSI we adopted a
uniform spectral resolution of 0.5 pm, while for RH we adopted a uniform resolution of
10 pm for the background opacities and atomic and molecular lines computed in LTE, while
spectral lines computed in NLTE were sampled with adaptable finer grids.

1. Observational SSI Data
The absolute scale of the reference spectrum is 
determined using the solar minimum spectrum of the 
observational SSI composite by Haberreiter et al. (2017). 
We take the average of the 2008 solar minimum spectrum 
at 1-nm spectral resolution as the absolute scale for the 
reference spectrum. The wavelength integrated spectrum 
agrees with the TSI value recommended by the IAU 2015 
Resolution B3 (Prsa et al., 2016). 

2. Radiative Transfer Code 
The high-resolution component of the reference spectrum 
is obtained with the Code for Solar Irradiance developed 
at PMOD/WRC (Haberreiter et al., 2008, 2021). Figure 1 
and 2 show recent validation of the performance of COSI. 
With the spectral synthesis code COSI we are in the 
position to provide the spectrum at a resolution higher 
than

3. Absolute scale
To ensure the correct absolute scale of the high-resolution 
reference spectrum we bin the high-resolution spectrum to 
1nm and determine the wavelength-dependent ratio of the 
low-resolution spectrum with the observational solar 
minimum spectrum (Figure 3, bottom right panel).

4. Results
The reference spectrum in high resolution is shown in 
Figure 3 (top left) and is compared to the TSIS HSRS 
spectrum (Coddington et al, 2021) on the top right panel. 
The COSI reference spectrum at 1nm resolution is 
compared with the TSIS HSRS-1nm spectrum and the 
Thuillier et al. (2003) spectrum on the bottom left. The 
agreement is within the uncertainty.

M. Haberreiter et al.: Solar atmosphere radiative transfer model comparison based on 3D MHD simulations
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Fig. 4. Top panel: intensity distribution function for the full 384 ⇥ 384 snapshot calculated with the RH code using the original grid in the MHD
simulation (purple dot-dashed lines) and the 8-point interpolated MHD grid (red dashed lines) and the MURaM calculation (blue lines). Bottom
panel: intensity distribution function for the HD (left panel), 100 G (middle panel) and 200 G (right panel) snapshots using the COSI (black lines),
MURaM solver (blue lines), and RH (red lines) codes.

in the low-intensity wing of the distribution RH and MURaM
agree very well, while COSI and RH reproduce the same inten-
sities at the high-intensity wing of the distribution. This find-
ing is systematically present in all three snapshots. As such,
it can be concluded that RH generally produces slightly wider
intensity distribution than MURaM and COSI. Comparing the
COSI and MURaM calculations more closely, these two dis-
tributions appear systematically shifted, with COSI producing
slightly brighter intensities than MURaM. Furthermore, taking
into account the shift between COSI and MURaM, the features
with more abundant intensity values at the peak of the distribu-
tions are consistently reproduced in all three codes. In summary,
COSI, MURaM and RH reproduce consistently the same distri-
bution envelope as well as details with small intensity variations
for all snapshots.

We are further interested in studying where the largest di↵er-
ences of the intensities come from. Figures 5 and 6 show the dif-
ference and the ratio, respectively, between emergent intensities
(normalized to their average) obtained with MURaM, RH, and
COSI. The images indicate that in the HD snapshots di↵erences
of roughly the same amplitude between the three codes are found
in both dark intergranular lanes and bright upflow regions. Here,
the pixel-to-pixel di↵erence between the RH versus MURaM
calculations ranges from –0.04 to 0.12, and the respective ratio
from 0.96 to 1.10. For COSI and the MURaM the di↵erence
ranges from –0.24 to 0.46, and the ratio between 0.77 and 1.58.

For the 100 G snapshot, the di↵erences between RH and
MURaM range from –0.08 to 0.09 and the ratio between 0.92
to 1.10, while for the case of COSI and MURaM the di↵er-
ence ranges from –0.58 to 0.63, and the ratio between 0.60 and
1.73. The di↵erence and ratio for the 200 G simulation range
from –0.05 to 0.16 and 0.95 to 1.13, respectively. For COSI and
MURaM the di↵erence ranges for the 200 G simulation ranges
from –0.88 to 0.56, and the ratio between 0.55 and 1.71. The
larger pixel-to-pixel variations of the COSI calculations com-
pared to RH and MURaM stem from higher intensity values,

mostly in the intergranular lanes, which will be further investi-
gated. Comparing the averages of the intensities, the ratios of
RH and MURaM give 1.012, 1.013, and 1.014 and for COSI
and MURaM it is 1.042, 1.041, and 1.040 for the HD, 100 G,
and 200 G snapshots, respectively. From this we conclude that
while the pixel-to-pixel di↵erences of the codes can vary by sev-
eral percent. The averaged snapshots agree to 1.4% for the codes
using the same opacities and to about 3–4% for the codes with
di↵erent opacity sets.

Understanding how the intensity scales with the magnetic
field strength is especially important in the context of irradi-
ance studies, as some irradiance reconstruction models make
use of the magnetic flux as proxy for the radiative inten-
sity (e.g., Krivova et al. 2003; Foukal et al. 2011; Yeo et al.
2017). As such, the relation between brightness and mag-
netic flux has been the subject of several observational (e.g.,
Ortiz et al. 2002; Criscuoli et al. 2017) and theoretical studies
(e.g., Röhrbein et al. 2011; Peck et al. 2019). Therefore, we are
further interested in finding how well the intensities calculated
by the di↵erent codes agree for di↵erent magnetic field strengths.
Figure 7, top panels, shows the magnetic field strengths for each
snapshot, interpolated to the height where ⌧ = 1. The bottom
panels show the respective absolute field strength for both snap-
shots for the same layer segmented at 500 G intervals. We then
investigate how the normalized intensity depends on absolute
magnetic field strength at ⌧ = 1 for subsequent 100 G bins in
both snapshots. Figure 8 compares the mean intensity for each
of the bins for the 100 G and 200 G snapshots calculated with
COSI (black), MURaM (blue) and RH (red). We note that the
shape of these curves is heavily influenced by realization noise,
since they are based on single MHD snapshots (see Rempel
2020 for a detailed discussion on the influence of realization
noise on the emergent intensity). Consequently, while we can-
not meaningfully compare the di↵erences between the 100 and
200 G snapshots, we can compare the di↵erences of the 3 radia-
tive transfer codes for each of the setups, which is the goal of
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5. Summary
We presented the COSI high-resolution and 1-nm resolution reference 
spectrum from 200 nm to 15 microns. The combination of the observational 
spectrum with the COSI high-resolution theretical spectrum ensures a 
consistent reference spectrum that can be convolved to any instrumental 
resolution as required by the users. 


