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Magnetism in Ca II H & K

Baliunas et al. (1998)

Source: An Introduction to Stellar Magnetic Activity by Gibor Basri
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The Sun in Ca II K
Non-thermal heating by the magnetic 

fields leads to an increased emission in 
the Ca II H & K line cores

The Sun in Ca II K



S-index

S(t) = αc
NH(t) + NK(t)
NR(t) + NV(t)
Vaughan et al. (1978)
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Ca II K & H 

S-index is one of the main proxies for 
stellar magnetic activity

Many aspects of the complex relation between stellar magnetism and S-index 
remain largely unexplored (e.g. dependence on the inclination, stellar metallicity)



Outline

Development of the model to compute S-index and its validation using solar S-index data

 Exploration of the effect of inclination and metallicity on the S-index for 
solar-stellar comparison studies
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Our approach*
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computed from the observed intensity images 
and magnetograms  (Yeo et al. 2014)

FTS atlas RH
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*Based on Spectral And Total Irradiance REconstruction model (Fligge et al. 2000; Krivova et al. 2003)

Radiative transfer code RH 
(Uitenbroek 2001)

1D semi-empirical model atmospheres 
from Fontenla et al. (1999) + MPS-ATLAS

Neglect the contribution 
from spots



Solar S-index time series

Sowmya et al. (2021)

Daily values

81 day smoothed

6 Composite B-16 is derived from Bertello et al. (2016)



 Effect of stellar inclination ‘i’ on the S-index
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Our approach*
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obtained using the magnetograms synthesised from surface flux 
transport model (Cameron et al. 2010; Nèmec et al. 2020)

FTS atlas RH
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Courtesy of Nina Nèmec

*Based on Spectral And Total Irradiance REconstruction model (Fligge et al. 2000; Krivova et al. 2003)

Radiative transfer code RH 
(Uitenbroek 2001)

1D semi-empirical model atmospheres 
from Fontenla et al. (1999) + MPS-ATLAS

Neglect the contribution 
from spots



Effect of inclination
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pole-on view

 equator-on view

Sowmya et al. (2021)

Daily values

81 day smoothed
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Is the Ca II variability of the Sun too strong?

10

Radick et al. (1998,2018)

Gomes da Silva et al. (2021)

Sun



Is the Ca II variability of the Sun too strong?

Sowmya et al. (2021)
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Mean activity

Sample from Radick et al. (2018)
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Is the Ca II variability of the Sun too strong?

Sowmya et al. (2021)
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Mean activity

Sample from Radick et al. (2018)

Solar Ca II H & K emission variation is absolutely normal in comparison to 
stars with near-solar magnetic activity
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 Effect of stellar metallicity ‘[m/H]’ on the S-index
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Spectra for different [m/H]
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Sowmya et al., in prep.



S-index time series

15 Sowmya et al., in prep.



Mean S vs [m/H] for different inclinations

16 Sowmya et al., in prep.



Comparison to observations

17
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Figure 4. Comparison to observations from Wright et al. (2004) and Valenti & Fischer (2005). Stars having Te↵ within 400 K.

• e↵ect of metallicity on Ca ii H & K line formation heights

• e↵ect of metallicity on integrals

• experiment 1 with RH - model for solar metallicity, di↵ metallicity for radiative transfer

• experiment 2 with RH - di↵ model for metallicity, solar metallicity for radiative transfer
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Sample from 
Valenti & Fischer (2005)

Wright et al. (2004)



Comparison to observations
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 KΔT ≤ 400

Sowmya et al., in prep.

Sample from 
Valenti & Fischer (2005)

Wright et al. (2004)
S0 = am/H * Sm/H + bm/H

   S —>      : correction for 

            S —>       : correction for [m/H]

R′ HK Teff

S0



Summary

❖ S-index not only depends on the stellar intrinsic properties such as metallicity but also on 
the stellar inclination

❖ With decreasing inclination, the amplitude of S-index variations decreases

❖ We find that the Sun has a completely normal level of S-index variability

❖ S-index decreases with increasing metallicity

Thank you for your attention!

krishnamurthy@mps.mpg.de19
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Summary

❖ S-index not only depends on the stellar intrinsic properties such as metallicity, surface 
gravity etc. but also on the stellar inclination

❖ We developed a model capable of calculating S-index variations and used it to study the 
effect of inclination and metallicity on the S-index

❖ With decreasing inclination, the amplitude of S-index variations decreases

❖ We find that the Sun has a completely normal level of S-index variability

❖ S-index decreases with increasing metallicity

Thank you for your attention!
krishnamurthy@mps.mpg.de22



MWO S - index

❖ Original definition of S - index by Vaughan et al. (1978)

                    

❖ t - time

❖  - calibration constant (= 2.4)

❖  - flux in the passbands H, K, R, V

❖ Factor of 8 is to account for the different duty cycles

S(t) = 8 αc
NH(t) + NK(t)
NR(t) + NV(t)

αc

NH, NK, NR, NV

❖ K and H - triangular passbands 
with FWHM 1.09  centred at Ca II 
K (3933.66 ) and H (3968.47 )

❖ R and V - 20  wide rectangular 
reference passbands

❖ V (3891.06  - 3911.06 )

❖ R (3991.06  - 4011.06 )

Å
Å Å

Å

Å Å

Å Å
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SATIRE-S filling factors

A&A proofs: manuscript no. output

emissions owing to an increase in the temperature of the layers
above temperature minimum. Also, the partial frequency redis-
tribution (PRD) e↵ects are important for their formation (Uiten-
broek 1990). Therefore, a proper treatment of non-LTE and PRD
e↵ects is very crucial to correctly model the Ca iiH & K line pro-
files.

We use the numerical radiative transfer code ‘RH’ (Uiten-
broek 2001) to synthesize both the Ca ii H & K lines and the
continuum for di↵erent positions (µ) on the solar disk. This code
is based on the multi-level approximate lambda iteration formal-
ism of Rybicki & Hummer (1991, 1992). It solves the equations
of statistical equilibrium and radiative transfer, self consistently,
for multi-level atoms and molecules. The non-LTE and PRD ca-
pability of RH makes it a perfect code for calculating line cores
which form in the chromosphere.

The atomic model that we use for Ca ii consists of five lev-
els plus continuum. The Ca ii H & K lines at 3933.663 Å and
3968.469 Å, respectively, and the infrared triplet transitions at
8542 Å occur between these five levels. Calcium is treated in
non-LTE taking into account the e↵ects of PRD in H and K lines
while the transitions in other background elements are treated in
LTE. The line haze in the wavelength range 3880 � 4020 Å (see
Fig. 1a) is calculatedd by including 7216 transitions tabulated
in Kurucz’s line list, whose opacities and emissivities are com-
puted assuming LTE. The elemental solar abundances used are
from Anders & Grevesse (1989).

We use the standard 1-dimensional (1D) semi-empirical
models to synthesize the spectra of the quiet Sun and active com-
ponents. The contributions from sunspot umbra and penumbra to
the S -index is ignored because (i) we assume that the sunspots
are dark both in the Ca ii H & K lines and continuum follow-
ing Shapiro et al. (2014), so that the line to continuum flux
ratio is una↵ected (ii) the observed solar brightness variability
is dominated by faculae: in the UV, visible and near-infrared
wavelengths on the magnetic activity cycle timescale and in the
spectral domain shortward of 4000 Å on the rotational timescale
(Shapiro et al. 2016) (iii) the existing 1D semi-empirical models
of umbra and penumbra lack well constrained chromospheres
(Loukitcheva et al. 2017) needed for the proper treatment of line
cores. Therefore, in our model, the variations in the S -index is
driven by the changes in the facular component. For the syn-
thesis of the quiet Sun and faculae spectra, we choose the 1D
models of Fontenla et al. (1999). The model atmospheres are de-
noted as FALC99 and FALP99, respectively, for the quiet Sun
and faculae.

When computing the spectra from these models, we run into
a situation where the absolute flux in the pseudo-continuum re-
gion around Ca ii H & K lines is overestimated by the FALC99
and FALP99 models. This is a known e↵ect and is due to the fact
that the existing line lists are not complete and underestimate the
UV opacities. To account for the missing opacity and to match
the observed flux in the near-UV region, we use opacity fudge
factors (Bruls et al. 1992; Rutten 2019). Taking hints from the
the best fit multipliers shown in Bruls et al. (1992), we enhance
the H� opacities in the wavelength range 3700 � 4150 Å. In or-
der to match the observed flux, we require enhancement factors
of 1.45 at 3700 Å, 1.3 at 3900 Å and 1 (original opacity values)
at 4150 Å. These enhancement factors are linearly interpolated
from 1.45 � 1.3 in the wavelength range 3700 � 3900 Å, and
from 1.3� 1 in the wavelength range 3900� 4150 Å. The values
of the opacity fudge factors that we use are only slightly di↵erent
from those of Bruls et al. (1992).

To validate the spectra synthesized in this fashion for the
quiet Sun with the RH code, we utilize the high resolution disk
center and flux atlases from the Hamburg university1 (Doerr
et al. 2016). They are based on the data from the Fourier Trans-
form Spectrometer (FTS) mounted at the McMath-Pierce so-
lar telescope at the Kitt Peak National Observatory in Arizona,
United States. We refer to the spectra from these atlases as the
FTS spectra. Fig. 1 shows a comparison between the FTS spectra
(in black) and the spectra synthesized from the RH code using
the FALC99 model atmosphere (in red), for the disk center (pan-
els a, b, and c) and for the flux (panels d, e, and f). The agreement
between the pseudo-continuum in the FTS and RH spectra for
both the disk center and disk integrated cases is quite remark-
able. The broad Ca ii H & K lines are well reproduced except
for the K2 and H2 features, as shown in panels (b) and (c) (see
also panels (e) and (f)). The enhanced emission in these features
in the synthetic spectra is a characteristic of the 1D modelling
used here. The velocity gradients in the solar atmosphere (both
in the vertical and horizontal directions) are not included in our
computations with 1D models. A proper treatment of these gra-
dients using the 3D model atmospheres along with the spatial
averaging of the intensity profiles would make the K2 and H2
features asymmetric in addition to bringing down the emission.
Bjørgen et al. (2018) attempted to model the Ca ii H & K us-
ing 3D atmospheres. Though they retrieved asymmetric central
peaks, the synthesized profiles did not fully reproduce the disk
center observations. In Sect. 3.1, we evaluate the extent to which
the di↵erences between the FTS and RH spectra influence the
calculated S -index values. Note that for the S -index computa-
tions, we need only the integrated fluxes in the H, K, R and V
passbands (grey shaded regions and regions enclosed between
the dashed lines in Fig. 1).

3. Solar S-index variations

3.1. Calibration of the SATIRE computations

The MWO/HKP instruments were by far the only instruments to
have made direct measurements of the S -index of the Sun us-
ing the sunlight reflected from the Moon (Egeland et al. 2017a).
Taking advantage of the data from MWO/HKP-2, Egeland et al.
(2017a,b) accurately placed the solar cycle 23 on the S -index
scale. By establishing a linear relationship between the NSO/SP
K-index and the MWO S -index, they derived and published a
composite time series of the S -index for cycles 20–24 calibrated
to the MWO/HKP-2 scale.

Fig. 2. Area coverage of the facular component for solar cycles 21–
24. The colors correspond to observations from di↵erent instruments as
indicated.

1 ftp://ftp.hs.uni-hamburg.de/pub/outgoing/FTS-Atlas/

Article number, page 4 of 13
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Quiet Sun spectra

Black - observed spectra*

Red - RH spectra

*Hamburg atlas (Doerr et al. 2016)

(a), (b), (c) - disk center

(d), (e), (f) - disk integrated

25



Facular contrast
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Our model (based on SATIRE*)

*Spectral And Total Irradiance REconstruction (Fligge et al. 2000; Krivova et al. 2003)
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Radiative transfer code RH 
(Uitenbroek 2001)

computed from the observed intensity images and 
magnetograms  (Yeo et al. 2014)

1D semi-empirical model atmospheres 
(Fontenla et al. 1999)

Neglect the contribution 
from spots

FTS atlas RH
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Our model (based on SATIRE*)

F(t, λ) = ∑
l

{Iq(λ, μl) + ∑
j

αjl(t) [Ij(λ, μl) − Iq(λ, μl)]} ΔΩl

Nm(t) = ∫m
F(t, λm) T(λm) dλm

image credit: svs.gsfc.nasa.gov

*Spectral And Total Irradiance REconstruction (Fligge et al. 2000; Krivova et al. 2003)

faculae (f)

umbrae (u)

penumbrae (p)

quiet Sun (q)

j = {f, u, p}

l  concentric rings

Transmission profile of the passband m

disk coverages of magnetic features

28



Opacity fudging
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Effect of inclination

: equator-on view : pole-on viewi = 90∘ i = 0∘

Driven by the changes in the fractional disk area coverages of faculae and
center-to-limb variation of facular contrast

Courtesy: Theodosis Chatzistergos

krishnamurthy@mps.mpg.de Sowmya et al. (2021), ApJ, 914, p21Sowmya Krishnamurthy30



Reconstruction of the S - index variations

Daily values

Composite-B16 : data from Bertello et al. (2016)Rotational timescale
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Is the Sun anomalous in its chromospheric activity? 

Sowmya et al. (2021), ApJ, 914, p21
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Radick et al. (2018)

Solar Ca II H & K emission variation is absolutely normal in comparison to 
stars with near-solar magnetic activity
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Is the Sun anomalous in its chromospheric activity? 

Radick et al. (2018)Lockwood et al. (2007)

manner of low- to mid-latitude activity belts. In any case,
however, it appears that the correction would not be nearly
enough to bring the Sun to the center of the stellar distribution.

(4) Metallicity differences, however, are an unlikely
explanation. Although metallicity differences probably accent-
uate the scatter of the distribution (Shapiro et al. 2015; Karoff
et al. 2018), they would not create a downward displacement of
the Sun relative to the overall distribution unless the Sun were
also metal deficient relative to the rest of the stars in the
ensemble. To test this possibility, we collected [Fe/H] values
for our sample from the (surprisingly heterogeneous) data in
SIMBAD; the metallicity of our sample indicated by this
exercise is −0.06±0.20 with a median value is −0.01—if
anything, the Sun is metal rich relative to the overall sample,
although the difference is probably not significant.

(5) Solar chromospheric variability (Figure 11) reflects
primarily the properties of solar plages (and, presumably, the
underlying faculae), whereas brightness variability (Figure 12)
reflects the competitive balance between the radiative properties
of both dark sunspots and bright faculae. Accordingly, low
brightness variability only tells us that the two components are
nearly in balance—it does not, in and of itself, say anything
about either of the two components individually. If we interpret
the scatter in Figure 12 as indicative of star-to-star differences
in this competitive balance, the Sun, albeit an outlier, is not the
only one, and the Sun’s location below the trend line could
be real.

5.3. Chromospheric Emission Variation Versus
Photometric Brightness Variation

Finally, we show in Figures 13(a) and (b) the relationship
between the chromospheric Ca II H+K emission variation and
net intrinsic photometric (b+y)/2 brightness variation. As
before, the filled symbols are stars from the present sample, the
open symbols are the stars from L07, and the symbols for the
18 stars in common are connected. We again use dotted drop
lines to show the correction for comparison star variation.
Unlike Figure 12, however, we now represent the stars with a
negative net intrinsic variance by points below the x-axis
(attaching a fictitious negative value to the mathematically

imaginary square roots). These stars were, however, excluded
from the computation of the best-fit linear regression. Again,
both samples were used to compute the trend line. The Sun is
plotted twice, as previously.
Two features of these plots are striking:

(1) The points for the 18 stars in common moved around
quite a bit between 2007 and 2017 especially in H+K
emission. Because the L07 points are based on Mount
Wilson H+K measurements and the 2017 points on
Lowell SSS measurements, the immediate temptation is
to attribute this to instrumental effects. However, closer
inspection shows that the offset is not systematic with
respect to direction, which would argue against a simple
scaling explanation, and the fact that these data are
variations precludes a zero-point explanation. Also, the
motion of the solar point is comparable to that of the
stellar points, and it seems likely that, in the Sun’s case,
much of the effect has an intrinsic origin: the current solar
cycle 24 has been weak, relative to its several
predecessors.

(2) Photometric variability appears to vanish at nonzero
chromospheric variability. Because Figure 12 shows
variations, this cannot be attributed to a non-varying
“basal” chromosphere. However, as has been emphasized
previously, solar chromospheric variability reflects primar-
ily the properties of solar plages (and, presumably, the
underlying faculae), but brightness variability reflects the
competitive balance between both dark sunspots and bright
faculae. If this interpretation can be generalized validly to
stellar variability, then the behavior shown in Figure 13
might not be completely unexpected, i.e., photometric
variability (a “difference”) might vanish, statistically, at a
nonzero value for chromospheric variability (essentially,
the facular component, alone, scaled).

5.4. Correlations Between Brightness and
Chromospheric Variation

Perhaps the most robust pattern of stellar behavior that we
have found over the past 35 years is the division between

Figure 11. (a)Mean chromospheric Ca H+K activity vs. emission variation (log–log plot). Filled symbols are stars from the present sample, and open symbols are the
stars from L07. The symbols for the 18 stars in common are connected by dotted lines. The “Sun” label indicates the present (2017) point. (b)Mean chromospheric Ca
H+K activity vs. emission variation (linear scale). The dashed line is the transformed power law, and the dotted line is the best-fit linear regression. The “Sun” label
indicates the present (2017) point.
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The Astrophysical Journal, 855:75 (28pp), 2018 March 10 Radick et al.

krishnamurthy@mps.mpg.de Sowmya et al. (2021), ApJ, 914, p2133



Correcting for [m/H] dependence

34

S0 = am/H * Sm/H + bm/H

S-index at a given [m/H] scales 
linearly with the S-index at 

solar metallicity

Sowmya et al., in prep.



Surface flux transport model

1. SFTM (Cameron et al. 2010; Jiang et al. 2011) is a advective diffusive model describing 
the passive transport of radial component of the magnetic flux on the stellar surface 
under the influence of differential rotation and meridional flow

2. The magnetic field emerges as bipolar active regions

3. The emergence characteristics of these regions are determined using the semi-empirical 
sunspot group record of Jiang et al. (2011) for the period 1700-2010

4. Statistical properties of sunspots in this record reflect those of the sunspot record of the 
Royal Greenwich Observatory

5. Active regions emerge at random longitudes - essential for inclination studies

35



Variations on activity cycle timescale

Solar cycle 23 Solar cycle 23
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Inclination dependence of rotational variability

can be well approximated by a simple function of the type < S30 > (i) = c1 + c2 * sin i
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Models for different [m/H]

38



Our approach (for metallicity)
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magnetograms synthesised from surface 
flux transport model (Cameron et al. 2010; 
Nèmec et al. 2020)
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Standard 1D models
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B-V vs metallicity
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Polynomial fit
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Stellar sample
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 KΔT ≤ 200  KΔT ≤ 400

Valenti & Fischer (2005)

Wright et al. (2004)



Correlation between Mg II & Ca II
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FAL-P

FAL-S
FAL-C

1D semi-empirical models

krishnamurthy@mps.mpg.de

Does Ca II flux correlate 
with the Mg II flux?

Can we use the 
correlation to get Ca II 

images of sunspots from 
IRIS data in Mg II?

Disk center case

Can we learn something 
about effect of spots on 

the S - index?



Vernazza et al. (1981)
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Model atmospheres
R. V. Tagirov et al.: SATIRE-S with non-LTE spectra

which operates under the assumption of LTE. The U99 spec-
tra have been produced with resolution �� = {1, 2, 5} nm
in the {100�290, 290�1000, 1000�1200} nm intervals, respec-
tively. The quiet Sun, umbra and penumbra features have been
described by stellar atmosphere models from the Kurucz grid
(Kurucz 1993), in which atmospheric temperature and den-
sity stratifications are specified by e↵ective temperature Te↵
and surface gravity log g. The models with (5777 K, 4.44),
(5400 K, 4.0) and (4500 K, 4.0) are used to represent temper-
ature and density stratifications in the quiet Sun, penumbra and
umbra, respectively; a version of the FAL93-P model of Fontenla
et al. (1993) modified by U99 is used to represent the facular
stratification.

The models in the U99 set do not include any chromosphere
which is necessary to avoid artefacts such as strong emission lines
when the spectrum is calculated in LTE. However, it is insu�-
cient for the purposes of this paper, since the SSI below 200 nm
cannot be modelled correctly without chromospheric layers of
the quiet Sun and faculae. Therefore, we use the atmospheric
models FAL99-C and FAL99-P (Fontenla et al. 1999) to compute
the S q(�) term and the facular contrast C f in Eq. (1). At the same
time, we keep the Kurucz atmospheric models to calculate the
penumbral and umbral contrasts (Cp and Cu in Eq. (1), respec-
tively). Kurucz models give a more realistic e↵ective tempera-
ture di↵erence between the quiet Sun and umbra �T qu

e↵ = 1277 K
than the FAL99 set with �T qu

e↵ = 1887 K, which is very close to
the upper edge of the observed �T qu

e↵ range (see, e.g. Solanki
2003, p. 161) and hence is applicable only to a small subset
of sunspots. Consequently, the spot contrast calculated with the
Kurucz models leads to a more accurate solar irradiance variabil-
ity in the visible and infrared where spots have significant con-
tribution to it. For sunspots, the continuum plays a much more
important role than the lines, and, moreover, below 200 nm the
spot contrast contributes much less to TSI and SSI than the fac-
ular contrast. Therefore, the absence of a chromosphere in U99
umbral and penumbral models has minimum e↵ect. In any case,
the chromospheres of commonly used umbral and penumbral
models are not consistent with the constraints recently imposed
by the Atacama Large Millimetre Array (ALMA) observations
(Loukitcheva et al. 2017). The resulting set of atmospheric mod-
els used in our calculations is shown in the top panel of Fig. 1.
The comparison of the quiet Sun and facular models from FAL99
and U99 sets is shown in the bottom panel.

The latest version of the NESSY code (Tagirov et al. 2017)
has been used to compute the non-LTE intensities in Eq. (1).
The code solves the 1D spherically symmetric non-LTE radiative
transfer problem for a given temperature and density stratifica-
tion. The radiative transfer equation and the system of statistical
balance equations (SBE) are solved simultaneously for all chem-
ical elements from hydrogen to zinc. The atomic model for each
element consists of the ground and first ionised states with vary-
ing number of energy levels in the ground state and one energy
level in the ionised state. Overall, the atomic model of the code
has 114 energy levels (of which 30 are first ionised states), 217
bound-bound transitions and 84 bound-free transitions across the
elements included in the model. Once the non-LTE problem is
solved, the spectral synthesis block of the code takes the non-
LTE energy level populations and employs a linelist compiled
from the Kurucz linelist (pers. comm.) and the Vienna Atomic
Line Database (VALD, Kupka et al. 1999, 2000) to compute the
high resolution (2000 points per nm) spectrum. We have adopted
a value of 1.5 km s�1 for the microturbulent velocity during spec-
tral synthesis calculations, which is the same value as was used
by Unruh et al. (1999) for facular and quiet Sun spectra. We note
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Fig. 1. Top panel: temperature stratification in atmospheric models
used for non-LTE version of SATIRE-S. The FAL99-C and FAL99-
P models (Fontenla et al. 1999) are shown as solid lines and were
used to calculate the facular contrast in Eq. (1). The dashed lines show
Kurucz solar and stellar models (see U99) used to derive spot contrasts.
Bottom panel: comparison of temperature stratifications used in LTE
and non-LTE versions of SATIRE-S for calculation of facular contrast.
The dashed green curve was derived by modifying the FAL93-P model
of Fontenla et al. (1993). The height grids of all models in both pan-
els were o↵set so that the zero height point in each model corresponds
to Rosseland optical depth (calculated in LTE) equal to 2/3. The grey
area marks the region of equal temperature di↵erence between quiet
Sun and facula in the U99 and FAL99 temperature stratifications (see
the Appendix A for discussion).

that the resulting spectra and, consequently, contrasts of mag-
netic features depend on the adopted value.

The solar spectrum contains tens of millions of atomic and
molecular lines (see, e.g. Shapiro et al. 2019). These lines dom-
inate the SSI variability in the UV, violet, blue, and green spec-
tral domains (Shapiro et al. 2015). Considering all of these lines
in non-LTE is presently not feasible. Therefore, a pseudo non-
LTE approach is employed in NESSY. In this approach, the code
first solves the SBE for all levels of the atomic model described
above. Then, the resulting non-LTE populations of the ground
and first ionised states of each element, as well as of all hydrogen
levels, are passed to the spectral synthesis block of the code. The
level populations for all other transitions included in the spec-
tral synthesis are calculated in pseudo non-LTE, that is using the
Saha-Boltzmann distribution with respect to the non-LTE pop-
ulations of the ground and first ionised states. Such treatment
allows one to take into account the over-ionisation e↵ects, cru-
cial for proper representation of the spectral profile, in particu-
lar in the UV (see, e.g. Short & Hauschildt 2009; Shapiro et al.
2010; Rutten 2019).

We note that molecular lines are currently treated in LTE,
which, however, is a reasonable assumption since non-LTE
e↵ects in the main molecular bands of the solar spectrum are
relatively small (see, e.g. Kleint et al. 2011; Shapiro et al. 2011).
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with one continuum point at 4000 Å. The line core was sam-
pled within a ±0.528 Å interval with 59 mÅ spacing. The line
wings were sampled outside the core interval up to ±1.409 Å
with 118 mÅ spacing. The camera was run at 80 frames per sec-
ond with an exposure time of 12 ms; a full line scan took 13 s.
The CHROMIS spectrometer has a spectral transmission profile
with a 120 mÅ FWHM, a field of view about 6300 ⇥ 4200 and a
pixel size of 0.000375.

The Ca II K data set is complemented with observations of
the magnetically sensitive Fe I 6302 Å line taken simultaneously
on the same target with the CRisp Imaging SpectroPolarimeter
(CRISP; Scharmer et al. 2008). The Fe I 6302 Å was sampled
with 16 wavelength points on a non-equidistant wavelength grid
covering from �1180 to +80 mÅ around 6302 Å. A full line scan
took 8 s. We acquired also simultaneous CRISP observations in
Ca II 8542 Å and H-↵, so the total cadence is 37 s.

Final data sets were produced from the raw data using the
CHROMISRED pipeline (Löfdahl et al., in prep.) for the Ca II K
observations and the CRISPRED pipeline (de la Cruz Rodríguez
et al. 2015) for the Fe I observations. The CHROMIS data were
calibrated by scaling the spatially averaged spectrum to an atlas
profile.

Figure 1 shows two images from Ca II K observations in the
red wing and the core of the line. The wing image shows the
upper photosphere with a distinct reversed granulation pattern
and bright magnetic field concentrations in intergranular lanes.
The core image shows the chromosphere covered with thin, elon-
gated fibrils that appear resolved at the spatial resolution of
CHROMIS. In the upper panel we show the vertical component
of the magnetic field vector derived from a Milne–Eddington
inversion of the Fe I photospheric data. These inversions were
performed with a modified version of the 1D code presented in
Asensio Ramos & de la Cruz Rodríguez (2015).

From the whole field of view we selected a square region of
the quiet Sun, which is outlined in Fig. 1. This region matches the
physical extent of our simulations and has a similar photospheric
magnetic field configuration. We use observed data within this
region for comparison with our synthetic data.

3. Modeling

3.1. Radiative transfer computations

We numerically solve the non-LTE radiative transfer prob-
lem with the latest version of the Multi3D code (Leenaarts &
Carlsson 2009) in various model atmospheres discretized on a
Cartesian three-dimensional (3D) grid.

For a given model atom, the code simultaneously solves
the system of statistical equilibrium equations and integrates
the radiative transfer equation at spectral points covered by the
bound-bound and bound-free transitions of the model atom.
The solution is computed by iteration until convergence using
multilevel accelerated ⇤-iteration (M-ALI) with preconditioned
radiative rates following Rybicki & Hummer (1991, 1992). The
method of short characteristics (Olson & Kunasz 1987) is used
to integrate the transfer equation. Either linear of the third-order
Hermitian (Auer 2003; Ibgui et al. 2013) interpolation is used to
approximate the source function in the formal solution of the
transfer equation. We use the 24-angle quadrature (set “A4”)
from Carlson (1963).

The code allows us to solve the radiative transfer equation
either in 3D by taking into account the horizontal transfer of

Fig. 2. Term diagram of the Ca II model atom. Atomic levels (horizon-
tal bars) are shown with their valence electron configuration nl to the
left, the total angular momentum J on top (as a fraction), grouped by
their term configuration 2S+1

L
P at the bottom row. Bound-bound per-

mitted (solid lines) and forbidden (dashed lines) transitions connect the
levels. PRD transitions are indicated in orange. Bound-free transitions
(dotted lines) connect their levels to the Ca II continuum (hashed area).
For all transitions, the line center or threshold wavelengths are given in
Ångströms.

radiation, or in the 1.5D approximation by treating each vertical
column as an independent plane-parallel atmosphere.

By default, the code treats line scattering with complete
redistribution (CRD). We use a recent upgrade of the code
(Sukhorukov & Leenaarts 2017) that allows us to treat resonance
line scattering with partial redistribution (PRD) and cross-
redistribution (XRD). For more details we refer to Sect. 3.4.

3.2. Model atom

We used a five-level plus continuum model atom of the Ca II ion
illustrated in Fig. 2. It contains the lowest levels of Ca II that are
sufficient to represent the physics of formation for the H, K, and
infrared triplet lines together. The properties of the atomic levels
are from the NIST Atomic Spectra Database following Sugar &
Corliss (1985) for Ca II and Edlén & Risberg (1956) for Ca III.

Transition probabilities for the permitted transitions (H, K,
and T) are from Theodosiou (1989). To ensure the correct popu-
lation of the 3d 2De term, we added the 3d 2De–4s 2Se multiplet
with two forbidden lines at 7291.4714 and 7323.8901 Å with tran-
sition probabilities from Osterbrock (1951). Both forbidden lines
are present, although blended, in the solar spectrum (Grevesse
& Swings 1968; Lambert et al. 1969; Lambert & Mallia 1969;
Schorn et al. 1975; Day 1974). The broadening parameters of
all lines are from the Vienna Atomic Line Database (Piskunov
et al. 1995; Kupka et al. 1999) among which the van der Waals
parameters are taken from Barklem et al. (2000).

Photoionization cross-sections for the bound-free transitions
are from the TOPBase server of the Opacity Project (Seaton
et al. 1994). The original cross-sections are sampled on a very
fine 103–104-point grid of frequencies with well-resolved reso-
nance and autoionization transitions. For each atomic level in the
model, we smoothed and downsampled the original data to ⇠30-
point grid following Bautista et al. (1998) and Allende Prieto
et al. (2003).
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Fig. 10. Spatially averaged intensity profiles of the Ca II K line at µ = 1.
Upper panel: undegraded synthetic profiles for Model 1, 2, and 3 (blue,
red, and green) are compared with the Hamburg atlas profile (black).
Lower panel: degraded synthetic profiles (same notation) are com-
pared with the SST/CHROMIS profile from our observations (black).
The gray curve indicates the assumed CHROMIS spectral transmission
profile.

intensities are reduced, while the K3 intensity is increased. The
wavelength positions and the corresponding separations of the
features are almost unaffected. The spatial and spectral resolu-
tion of the instrument smooth out small spectral features in the
synthetic data so that the K3 core disappears and the K2 features
cannot be resolved as two separate peaks. The K1 and inner wing
intensities remain roughly the same while the K2 intensities are
reduced.

None of the models reproduce both the full-resolution and
the degraded K line profiles. The models appear either too cold
or too hot in the upper photosphere, and they are too cold around
the temperature minimum and are either too cold or too hot in
the middle chromosphere, where non-thermal broadening is not
strong enough in the simulations.

5.2. Center-to-limb variation

Center-to-limb observations of the solar Ca II K spectrum show
two effects (see, e.g., Engvold 1966; Zirker 1968). First, all
their intensities undergo limb darkening. Second, the K1 and
K2 separations increase toward the limb. First shown by Shine
et al. (1975) and later confirmed by more accurate modeling by
Uitenbroek (1989), the H and K lines must be treated in PRD
as modeling assuming CRD cannot reproduce any of the center-
to-limb effects. However, it is not possible to accurately model
both effects using the same 1D model atmosphere (Shine et al.
1975).

We tested whether we can reproduce both center-to-limb
effects in Model 1 and Model 2. We computed spatially aver-
aged K-line intensities at µ = 1.0, 0.66, 0.33, and 0.2 in the

Fig. 11. Center-to-limb variation of K1V and K2V distances off the line
center observed by Zirker (1968) and Shine et al. (1975) (black markers),
and computed for Model 1 (blue markers) and Model 2 (red markers) for
the spatially averaged spectrum of Ca II K. Upper panel: absolute dis-
tances �� to the features at different µ angles are shown. Lower panel:
trends of �� variations normalized to the mean h��i in each group are
shown.

most accurate 3D XRD treatment. We computed the inten-
sity output for two azimuths, 0� and 90�, that is, along the
X-axis and the Y-axis, and four different latitude directions
having µZ = 1, 0.66, 0.33, and 0.2. For each latitude we
averaged over the two azimuths. For comparison, we adopted
the observations taken with the Sacramento Peak Observa-
tory spectrograph (Zirker 1968; Shine et al. 1975) from the
disk center toward the south pole of the Sun, with the slit
aligned in the North-South direction and an exposure time of
30 s.

Figure 5 illustrates the first center-to-limb effect in the K
line. All features and the inner wings of the K line undergo a
limb darkening in both model atmospheres, that is, their intensi-
ties steadily decrease toward the limb. We note that the emission
peaks at K2V and K2R and the outer minima at K1V and K1R
become more separated toward the limb.

Figure 11 relates the observed and synthesized distances of
K1V and K2V off the line center. In this figure, we show variations
of the absolute values (upper panel) and slopes of their trends
(lower panel).

We note the same problem discussed above that the cal-
culated K1 separations are much smaller than the observed
separations. Model 1 produces less than 50% and Model 2 pro-
duces 70–80% of the observed widths. The K1V features show
similar trends in both models. These trends are flatter than the
observed trend. The K2V features show very steep trends in both
models, while the observed K2V trend is a bit less steep than the
observed K1V trend.

Although neither model atmospheres reproduce correct sep-
arations between the corresponding features, they do reproduce
the observed trends in center-to-limb behavior. In a certain sense,
Model 1 fits better as it does not show the extreme trends of
Model 2.
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Fig. 3. Vertical magnetic field strength in the photosphere in Model 2,
at the height where the average optical depth at 5000 Å is unity.

Bound-bound electron collisional rates are composed of
data from Meléndez et al. (2007) and extrapolations following
Burgess & Tully (1992). Bound-free collisional rates are either
from Arnaud & Rothenflug (1985) for the ground 4s 2Se level
or from the general formula provided by Burgess & Chidichimo
(1983) for the excited levels. We also include collisional autoion-
ization (Arnaud & Rothenflug 1985) and dielectronic recombina-
tion (Shull & van Steenberg 1982).

We adopt a standard atomic weight of the Ca atom,
40.078 amu for a mixture of 96.9% 40Ca, 2.1% 44Ca, and 1.0%
42,43,46,48Ca isotopes. The solar abundance of Ca is taken to
be 6.34 on the standard [H] = 12.00 scale (Asplund et al. 2009).

3.3. Model atmospheres

As model atmospheres we used three snapshots from three
different radiation-magnetohydrodynamic (R-MHD) numerical
simulations carried out with the Bifrost code (Gudiksen et al.
2011). All three runs simulated a bipolar magnetic region, which
consists of two magnetic polarity patches separated by 8 Mm
(illustrated for Model 2 in Fig. 3). The region is similar to an
enhanced network with an unsigned magnetic field strength of
50 G in the photosphere. In all three cases, the simulation box has
the same physical size of 24 Mm ⇥ 24 Mm ⇥ 16.9 Mm spanning
from the top of the convection zone up to the corona. The mod-
els differ in the spatial resolutions of their coordinate grids and
in the equations of state (EoS) used for the initial R-MHD setup.
We refer to these models as Model 1, Model 2, and Model 3.
We selected and prepared all three models so that, compared
to the diffraction-limited spatial resolution of SST/CHROMIS,
their horizontal grid spacing is larger for Model 1, and is smaller
for Model 2 and Model 3.

Model 1 is based on the public Bifrost model atmosphere
published by Carlsson et al. (2016). We took a snapshot at t =
3850 s of solar time. The simulation used an EoS that includes
the effects of non-equilibrium ionization of hydrogen (Leenaarts
et al. 2007). The original model has 504 ⇥ 504 ⇥ 496 grid points
within the full physical extent of the simulations. We reduced the
grid size of this model to save computational time. We clipped
the vertical range of heights to �0.48. . .+14.2 Mm keeping only

formation heights of the Ca II spectrum. We also halved the
horizontal grid resolution by removing every other point in the
XY-direction. The final model has 252 ⇥ 252 ⇥ 440 grid points
with a uniform horizontal grid spacing of 95 km and a verti-
cal grid spacing ranging from 19 km in the photosphere and
chromosphere to 96 km in the corona.

Model 2 was made using the same initial setup as Model 1.
There are two differences. First, this simulation was carried out
using a different EoS that includes effects of the non-equilibrium
ionization of hydrogen and helium (Golding et al. 2014, 2016).
Second, we took this snapshot at a different moment of simula-
tion time, 780 s after the running code was switched from the
LTE EoS to the non-equilibrium EoS of hydrogen and helium.
We clipped the vertical range of heights to �0.53. . .+6.6 Mm,
but kept the original horizontal grid resolution. The final model
has 504 ⇥ 504 ⇥ 336 grid points with a uniform horizontal grid
spacing of 48 km.

Model 3 has a different EoS setup. The ionization and recom-
bination of hydrogen and helium were treated in instantaneous
LTE, which means that the atomic number densities follow the
Saha-Boltzmann equations. The original size of this model grid
is 768 ⇥ 768 ⇥ 768 points. We clipped the vertical range of
heights to the same range as in Model 2 and we kept the orig-
inal horizontal resolution. The final model has 768 ⇥ 768 ⇥ 476
grid points with the uniform horizontal grid spacing of 31 km
and a vertical grid spacing from 13 km in the photosphere and
the chromosphere to 27 km in the corona.

A comparison of the different EoS effect on the temperature
stratification, is provided in Golding et al. (2016).

3.4. Line treatment in CRD, PRD, and XRD

Contrary to many photospheric lines, which can be modeled
assuming photon scattering with complete redistribution (CRD),
the resonance doublet and the infrared triplet of Ca II are formed
in the chromosphere and require a more accurate treatment of
resonance photon scattering with partial redistribution. In PRD,
the frequency and direction of the ingoing and outgoing photon
in a scattering event can be correlated. To the contrary, they are
independent in CRD.

In addition, as all the lines share the same upper term
4p 2Po and have either sharp (4s 2Se for H and K) or metastable
(3d 2De for infrared triplet) lower terms, they all are affected
by resonance Raman scattering of photons, often called “cross-
redistribution” (XRD). Thus, a photon absorbed in one of the H,
K, or infrared triplet lines can be emitted in the same line (reso-
nance scattering) or in one of the other lines (resonance Raman
scattering). A classical example of cross-redistribution in astro-
physics is the formation of the H I Ly-� line (Hubeny & Lites
1995), which is interlocked with the H-↵ line.

Following Uitenbroek (1989), we tested the formation of all
the five lines either in CRD or PRD, with or without XRD using
various 1D models of the solar atmosphere. We found that PRD
is essential for the H and K lines, but less important for the 8542
and 8662 Å lines. Cross-redistribution has very weak effect on
the intensity profiles of the infrared triplet lines, but generally
makes 2–10% intensity difference in the inner wings of the H
and K lines. The 8498 Å line has the smallest transition probabil-
ity and is formed mostly in the photosphere. It shows very little
effects of PRD and makes no contribution with XRD to its sub-
ordinates, the K and the 8542 Å lines. We treated the 8498 Å line
in CRD reducing the total computational time by 10%. Including
XRD increases the total computational time by 35% compared to
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