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[1] The Dst index is predicted on the basis of the solar wind for the years 1995–2002
using an update of the previous Temerin and Li [2002] prediction model for Dst. The
updated model is based on additional data from the years 2000–2002 corresponding to the
maximum of the solar cycle and includes several large magnetic storms. For this
8-year period, the linear correlation between the model and the Dst index is 0.956, the
prediction efficiency is 0.914, and the RMS error of the prediction is 6.65 nT (nanoTesla).
An analysis of some of the error in the model indicates that at least 25% of the
remaining error is due to the effect on the Dst index of a portion of the Sq ionospheric
current system and that close to 99% of the variance of Dst index due to magnetospheric
currents is predictable. An examination of 10-day intervals around the six largest magnetic
storms for which there is good solar wind data shows prediction efficiencies between
0.93 and 0.98 and linear correlation coefficients between 0.96 and 0.99. It is suggested
that the annual variation in the Dst index is mainly due to magnetopause and ring currents
and the location of the magnetometer stations used to calculate the Dst index. The
dependence of the model on the solar wind implies that magnetospheric activity depends
on the solar wind approximately in proportion to the square root of the density, square of
the velocity, and linearly with the interplanetary magnetic field (IMF). In addition, there is
strong dependence on the direction of IMF such that magnetic activity depends
approximately on the sixth power of the sine of half the IMF clock angle, where the IMF
clock angle is angle of the IMF in the plane perpendicular to the solar wind velocity
measured from the northward direction. The model has also strong dependence on the
angle between the dipole axis and the solar wind velocity which explains, in part, the
seasonal dependence of magnetospheric activity. Overall, the updated model further
demonstrates that the large-scale currents that affect the Dst index are well controlled by
solar wind variations.

Citation: Temerin, M., and X. Li (2006), Dst model for 1995–2002, J. Geophys. Res., 111, A04221, doi:10.1029/2005JA011257.

1. Introduction

[2] Here we provide an updated version, based on solar
wind data from the years 1995–2002, of our Dst model
[Temerin and Li, 2002]. The previous version was based on
nearly 5 years (1995–1999) of almost continuous solar
wind and Dst data. The solar wind during the years
1995–1999 was relatively tame: The solar wind speed only
twice reached 900 km/s, and the z-component (in GSM
coordinate) of interplanetary magnetic field, Bz, never fell
below -30 nT (from data with a 10-min cadence), versus 4
times when the velocity exceeded 900 km/s and 7 times
when Bz fell below �30 nT for the years 2000–2002. The
solar wind data were, at first, from the WIND spacecraft
[Lin et al., 1995; Lepping et al., 1995] and then combined
with solar wind data from ACE spacecraft [Smith et al.,

1999; McComas et al., 1998] after its launch in 1998 to fill
gaps in the WIND data. Since 2000, we have been using the
data exclusively from ACE. All solar wind data were
propagated to the magnetosphere (see Appendix A for
details). Thus here we report the results of our updated
model for the 8 years 1995–2002 (the final Dst for 2003 is
not available as of this report) and the changes we have
made in our model. The 5 years 1995–1999 included part
of the declining phase of last solar cycle in 1995, the solar
cycle minimum in 1996–1997, and the ascending phase of
this solar cycle in 1998–1999. The additional years 2000–
2002 include the solar maximum of the current solar cycle
and thus the model is now based on various solar wind
conditions in different phases of the solar cycle.
[3] The changes we have made in our model fall into

three categories. The first category of changes is an update
of the parameters in the model to include the new solar wind
and Dst data. The second category includes somewhat
technical changes in the model to accommodate more
extreme solar wind data. The previous version failed in
two cases during the years 2000–2002 because of division
by practically zero in one case and because of a change in
the sign of the driver term in another case. The third

JOURNAL OF GEOPHYSICAL RESEARCH, VOL. 111, A04221, doi:10.1029/2005JA011257, 2006

1Space Sciences Laboratory, University of California, Berkeley,
Berkeley, California, USA.

2Laboratory for Atmospheric and Space Physics, University of
Colorado, Boulder, Colorado, USA.

Copyright 2006 by the American Geophysical Union.
0148-0227/06/2005JA011257$09.00

A04221 1 of 11



category includes changes to explore new physics or to try
to explain existing peculiarities in the model. While these
last changes as a whole only slightly improve the model,
they provide some additional insight into the behavior of
Dst and of the magnetosphere. These latter changes also
required an additional update of the parameters. Appendix A
describes all the details of model for those who wish to learn
it in detail, reproduce it, use it, or improve it (the source
codes of this model are available upon request). In the main
text we provide an outline of the model, display its
behavior, and comment on the physical significance of the
model.
[4] For this 8-year period the linear correlation coeffi-

cient, LC, between the model and the Dst index is 0.956, the
prediction efficiency, PE, (PE = [1-(mean squared residual)/
(variance of data)], where the residual is the difference
between the data and the prediction) is 0.914, and the RMS
error of the prediction is 6.65 nT. In the previous model for
the years 1995–1999 the respective values were 0.94, 0.88
and 6.4 nT. The PC and LC are now better even though the
RMS error is larger. This is because of the larger variance of
the Dst index during the years 2000–2002.

2. Model Description

[5] Our modeled Dst is a sum of the following six terms:

Dst ¼ dst1*þ dst2*þ dst3*þ pressure termð Þ*
þ direct IMF Bz termð Þ*þ offset termsð Þ: ð1Þ

The terms dst1, dst2, dst3, (pressure term), and (direct Bz
term) were all in our previous model [Temerin and Li,
2002]. The terms dst1*, dst2*, dst3*, (pressure term)*,
(direct Bz term)* differ, in part, from our previous model in
that they now incorporate an annual variation. The detailed
formula are listed in Appendix A.
[6] The parameters in the model are found by minimizing

the RMS error between the prediction and the Dst index.
This has been done mostly ‘‘by hand.’’ That is, a single
parameter is changed slightly and 8 years of data is run (this
takes about 40 s on a PC). If the RMS error is reduced
this parameter is adopted as the new best parameter. This
procedure is iterated over all the parameters many times to
find a better set of parameters. We also sometimes exper-
iment with changes in the algorithm which require further
changes in the parameters. After doing this for a couple
years in our spare time we have come up with the current set
of best parameters.
[7] There are predictions of Dst that use the current

known value to predict the next value. Our model, however,
does not use any known values of Dst to make predictions
of Dst. Past known values of Dst are not an input to the
model. The only input to the model is the solar wind. All
terms in the model except the offset term depend only on
the solar wind. The dst1, dst2, and dst3 terms all have a
driver term and a decay term and are calculated in a similar
way: dstx(t + dt) = dstx(t) + (driver term) � (decay term)
(x = 1, 2, 3). There is a threshold for dst1 to have any
growth, similar to the Burton formula [Burton et al., 1975].
However, the dst2 and dst3 terms have no thresholds.
[8] The driver terms are a function of the current values

of the solar wind magnetic field, density, and velocity and of

the past values of the solar wind magnetic field and of past
values of dst1 and dst2. The driver terms determine how the
solar wind controls the Dst index and, to the extent that
changes in Dst index reflect magnetospheric activity, how
the solar wind controls the magnetosphere. While the
individual driver terms have somewhat different dependen-
cies on the solar wind parameters the general pattern is as
follows: The driver terms depend on the solar wind density
approximately as the square root of the density, depend on
the solar wind velocity approximately as the square or
slightly higher power of the solar wind velocity, and depend
on the magnitude of IMF approximately linearly. This
dependence, approximately expressed as Ey*(dynamic pres-
sure)0.5, is close to the dependence on these parameters of
the transpolar potential when it is in saturation [Siscoe et al.,
2002].
[9] The dst1 and dst2 have a stronger dependence on

velocity than the dst3 term. Why this is so is not clear but in
any case the dst3 contribution is smaller than the dst1 and
dst2 contributions which thus dominate the overall response
of the model to the solar wind velocity. In contrast some
simpler models [e.g., Burton et al., 1975] have a linear
dependence on the solar wind electric field which is
equivalent to a linear dependence on the solar wind velocity.
[10] The importance of the IMF in determining magne-

tospheric activity is well known. In some models [e.g.,
Burton et al., 1975] only the Bz component is used: a large
southward IMF produces strong activity. A slightly more
subtle dependence is given by using the IMF clock angle
which depends on the ratio of the Bz and By components of
the IMF. A linear dependence on the magnitude of the IMF
in the Bz-By plane and a dependence on the fourth power of
the sine of half the IMF clock angle was associated with
magnetospheric activity by [Perreault and Akasofu, 1978].
We also use the magnitude of the IMF in Bz-By plane and
the clock angle for the driver terms. We find almost a linear
dependence on the magnitude of the IMF in Bz-By plane
but a stronger dependence on the clock angle: about a power
of 6 in the sine term instead of 4. Our model also includes a
dependence on the angle of the IMF in the By-Bx plane.
The net result of fitting the dependence of the driver terms
on this angle is to show that the driver terms have practically
no dependence on the Bx component but an additional, not
well understood, dependence on the IMF By component and
the angle of the dipole tilt.
[11] The driver terms also have a strong dependence on

the angle between the solar wind velocity and Earth’s
magnetic dipole axis such that the strongest drivers occurs
when the dipole axis is perpendicular to the solar wind
velocity. This angle determines, in part, the seasonal depen-
dence of magnetic activity and of the Dst index [Cliver et
al., 2000; Li et al., 2001a].
[12] The dst1 driver term also has a dependence on

previous values of dst1 and dst2 while the dst2 driver term
has a dependence on the previous values of dst1. The effect
of these terms is to limit the growth of dst1 and dst2 if dst1
or dst2 were large in the recent past. In this revised model
the driver terms also depend on past values of the IMF Bz
component. The rationale for this addition is described in
Appendix A.
[13] The dst1, dst2, and dst3 terms differ most strongly in

their decay rates. The dst1 and dst2 terms have nonlinear
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decay rates that increase with the magnitude of the respec-
tive terms. The decay rate of the dst3 however term is only
weakly dependent on its amplitude. The typical decay time
of the dst1 term is several days; the typical decay time of the
dst2 term is a day; and the typical decay time of the dst3 of
about 5 hours. These dst1, dst2, and dst3 terms can be
interpreted as representing three current systems within the
magnetosphere that contribute to Dst: the classic ring
current (trapped ions within the dipole-like field of the
Earth), the so-called partial ring current, and perhaps the
magnetotail current, respectively. The physical interpreta-
tion of dst3 term we regard as more uncertain.
[14] The pressure term and the direct IMF Bz term are

calculated directly from the solar wind. The Direct IMF Bz
term is a small term with an average magnitude of about
half the IMF Bz or 1–2 nT. It has a strong dependence on
the angle of the dipole with respect to the solar wind
velocity. It suggests that a portion of the IMF penetrates
directly to the surface of the Earth. However, this is not well
understood.
[15] The pressure term is usually taken [e.g., Burton et

al., 1975] to be proportional to the square root of the
dynamic pressure of the solar wind, (nv2)

1
2, where n is the

solar wind density (cm�3) and v is the solar wind velocity
(km/s). This term is usually assumed to represent magneto-
pause and solar wind currents. Our model, however, has an
additional IMF magnetic pressure and solar wind density
term. To further explore the behavior of this term we have
now added an expression proportional to b2*n, which was
not in previous model. However, adding this term improved
the fit and so we kept it thus further complicating the overall
‘‘pressure’’ term.
[16] The ‘‘offset term’’ may compensate for a portion of

the secular variation that may not have been removed in
calculating the Dst index. It also compensates, in part, for
the annual variation in Dst. The offset term is shown is
Figure 1. The offset term consists of a constant and a linear
and a quadratic function of time and a sine term with an
annual period. Because we did two separate quadratic fits
for the years 1995–1999 and the years 2000–2002, there is
a discontinuity at the end of 1999. The Dst index is adjusted

for the secular variation of the Earth’s main internal mag-
netic field. Currently, this field is decaying. The adjustment
is done by doing a quadratic fit to 5 years of magnetometer
data using quiet days. In the absence of the offset term the
model would predict a more negative Dst during solar
maximum than the ‘‘Kyoto’’ Dst index. We are uncertain
whether this is because the rest of the model does not
predict magnetospheric activity correctly as a function of
solar cycle or whether this is because, in adjusting for the
secular variation, the ‘‘Kyoto’’ Dst index also removes real
magnetospheric effects. A further interesting discussion of
possible Dst index errors is given by Karinen and Mursula
[2005].
[17] The Dst index has an annual variation in addition to

the larger and better known semi-annual variation. The
semi-annual variation reflects the enhanced magnetic activ-
ity during the equinoxes. The annual variation produces a
more positive Dst index during the late Northern Hemi-
sphere spring. In our previous version the annual variation
was included as a sine wave in the offset term with an
amplitude of 1.44 nT. The best fit for the years 1995–2002
gives an even larger amplitude of 3.2 nT in the absence of
other changes in the model.
[18] To investigate the origin of the annual variation we

have included an annual modulation in all the six terms of
our model. The result is that the annual variation is
dominated by the annual variation of the pressure and the
dst1 terms. The pressure term has about a 10% annual
variation while the dst1 term has about an 8% annual
variation. Only a small residual annual variation with an
amplitude of 0.16 nT then remains in the offset term.
[19] Because there does not appear to be a physical

reason for the annual variation, we suggest that it might
be an artifact of the location of magnetometers that are
used in the Dst calculation. There are three stations in the
Northern Hemisphere but only one in the Southern
Hemisphere. The Dst index may respond more to pres-
sure enhancements near the summer solstice than during
the winter solstice because during the summer solstice the
Northern Hemisphere stations are oriented toward the
dayside magnetopause where the magnetopause currents
are largest. Likewise the tilt of the magnetosphere may
distort the outer portion of the magnetosphere and thus
the ring current represented by the dst1 term. A discus-
sion and further references concerning the annual varia-
tion are given by Mursula and Karinen [2005]. They also
attribute and display evidence that the annual variation is
due to the asymmetry in the number of magnetometer
stations in the Northern and Southern Hemispheres but
attribute the effect to a seasonal shift in the ionospheric
Sq current system.

3. Results and Discussions

[20] An example of how these terms add to produce the
predicted Dst and a comparison with the ‘‘Kyoto Dst’’ is
shown in Figure 2. It is evident that the modeled Dst
captures the variations of ‘‘Kyoto Dst’’ well, during both
storms as well as during quiet times. One can also see that
different dst terms have different decay rates and the dst2
term, which may be interpreted as the partial ring current,
can make comparable contributions as dst1 term, which

Figure 1. Magnitude of offset term as a function of time
for the eight years 1995–2002. The discontinuity at the end
of 1999 is due to the fact that we did two separate quadratic
fits for the years 1995–1999 and the years 2000–2002 (see
Appendix A for details).
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may be interpreted as the main ring current, during the main
phase of the storm. This is consistent with a recent study by
Liemohn et al. [1999].
[21] For the selected period, the PE is 0.97 and LC is

0.99. The PE is high for this period even though the
predicted Dst overshot the magnitude of the first storm
because of the large variance in Dst during this period. The
prediction efficiency is higher for active periods because, as
discussed later, an unpredictable diurnal variation dominates
the error during quiet periods.
[22] Figure 3 shows scatterplots of the predicted Dst

versus ‘‘Kyoto Dst’’ for the years 1995–2002. About 4%

of the solar wind data is missing owing to either Wind
perigee passes or other missing data or unreliable measure-
ments (including 14–15 July 2000 event). We do not
include these data gaps in our modeling. One can see that
there were no magnetic storms during the years 1995–1999
with Dst below �250 nT, while there were such large
magnetic storms during 2000–2001 (also shown in
Figure 4). For each year, the predicted Dst and the measured
Dst are well correlated, demonstrated by the closely clus-
tered points, though with varying PE and LC (listed on each
panel). For the whole 8 years, 1995–2002, the PE is 0.914
and LC is 0.956.

Figure 2. The most relevant solar wind parameters (top three panels) and the contributions from the
different terms in the Dst model, the predicted Dst, and ‘‘Kyoto Dst’’ index, for 15 days in 2001
(30 March to 14 April). This period had the largest magnetic storm in terms of the Dst since the �589 nT
magnetic storm of 14 March 1989.
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[23] Some outlier points are worth noting. The outlier
points for 1997 near the predicted Dst value of zero are
due to inaccurate measurements of the solar wind density.
A very dense, cold solar wind plasma, �180 ions/cm3

[Larson et al., 2000], enveloped the Earth during the
recovery phase of the famous 10 January 1997 magnetic
storm and coronal mass ejection event and produced a
positive Dst of 50 nT. The model failed to predict fully
the positive excursion because the solar wind density
used in the ‘‘pressure term’’ in the model was only
67 ions/cm3, as provided by the 3D plasma/energetic

particle instrument on WIND [Lin et al., 1995], which
does not function well for such extreme cold, dense, solar
wind plasma conditions.
[24] Of special interest are large storms. Figure 4 shows a

comparison of the predicted Dst with the ‘‘Kyoto Dst’’ for
the six largest magnetic storms of 1995–2002 for which
good solar wind measurements are available. We would like
to note again that these examples are portions of a single
comparison covering 8 years and no parameters were
changed to optimize the prediction for any one storm. For
each storm period, the predicted Dst tracks the ‘‘Kyoto Dst’’

Figure 3. Scatterplot of predicted Dst versus ‘‘Kyoto Dst’’ for the years 1995–2002. Here 4% of the
hourly Dst values have been removed because of gaps in the solar wind data.
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well. PE and LC (listed on each panel) vary between 0.94–
0.98 and 0.97–0.99, respectively, for these six periods.
[25] Several sources of error in the Dst prediction were

discussed previously [Temerin and Li, 2002]. Here we
discuss one of the more important and obvious sources in
more detail. Ideally, Dst should be a measure of the
perturbation in the magnetic field at the center of the Earth’s
dipole magnetic field due to magnetospheric currents. In
practice, the measured magnetic field is affected by iono-
spheric currents from the so-called quiet-time ionospheric
Sq current system, which leads to large diurnal variations in
the magnetometer data. Much of this diurnal variation is
removed before Dst is calculated by averaging the diurnal

variations for each station each month during four of the
magnetically quietest days of the month and then subtract-
ing this average variation from the other days [Sugiura and
Kamei, 1991]. However, this procedure is not completely
satisfactory since the ‘‘diurnal’’ variation varies from day to
day (that is to say, the Sq current system is only nominally
diurnal), and because even during quiet days there is some
real magnetospheric current variation which may then also
be subtracted from the other days and thus introduce an
additional error.
[26] The effect of some of this error on the Dst prediction

is shown in Figure 5, which shows the autocorrelation of the
Dst data (the upper curve) and of the error in the model

Figure 4. Comparison of the predicted Dst with the ‘‘Kyoto Dst’’ for the largest magnetic storms for
which good solar wind measurements were available during the 1995–2002 period.
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(lower curve) as a function of time lag in hours for the years
1995–2002. The zero lag point of the lower curve is
equivalent to the mean square error. The 27-day peak in
the Dst autocorrelation no doubt reflects the solar rotation
period. While the diurnal periodicity in Dst is barely
noticeable, it is quite obvious in the autocorrelation of the
error in the Dst prediction as seen in the diurnal periodicity
of the lower curve in Figure 5. By extrapolating the periodic
portion of the signal to zero time lag, we can estimate that
about 25% to 30% of the mean square error in our model
prediction is due to the unremoved periodic portion of the
Sq current system. This error is not removable if one bases
predictions of Dst solely on the solar wind because the
amplitude and phase of the error vary. This error tends to
dominate during periods of quiet magnetic activity and is
one reason active times have a greater PE.
[27] Magnetospheric activity should also have a diurnal

variation for the same reason that it has a seasonal variation:
Magnetospheric activity is controlled, in part, by the angle
of the magnetic dipole with respect to the solar wind flow
direction. This angle varies diurnally as well as seasonally
because of the offset of the magnetic dipole with respect to
the rotation axis of the Earth. However, as noted in our
previous paper [Temerin and Li, 2002], the diurnal variation
is smaller than would be expected from the magnitude of the
seasonal variation. In this updated model we have allowed
the phase of the diurnal variation for each of the terms of the
model to vary independently. This has increased the average
diurnal variation of each term but because the terms now
add up out of phase the overall diurnal variation in the
model remains small. This small and inconsistent behavior
of the diurnal variation in the model is likely due, in part, to
the subtraction of much of the diurnal variation from the Dst
index, which is done to eliminate the effects of the iono-
spheric Sq current system but may also eliminate much of
the true magnetospherically caused diurnal variation. Since

our model tries to match the Dst index, it cannot reproduce
the true magnetospheric diurnal variation.
[28] Another way to look at the prediction error is as a

function of magnetospheric activity. Figure 6 shows the PE
and RMS prediction error as a function of Dst. The figure
shows that for large magnitudes of Dst, the error is
approximately proportional to Dst while the PE asymptotes
to 0.99. The figure can be interpreted that the error consists
of two parts: a base error of about 6 nT that doesn’t depend
on magnetic activity and which is probably due mostly to
the Sq current system and an error whose RMS value is
about 10% of Dst. In terms of the variance of the error as a
function of Dst we get approximately

RMS error ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
variance errorð Þ

p
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
6:02 þ 0:1 * Dstð Þ2
h ir

;

which means that except for the base error of 6 nT the
prediction efficiency is approximately 0.99 (1–0.12).
[29] One of our main motivations in trying to predict Dst

had been to determine the predictability of magnetospheric
activity. If the above assumptions are approximately correct,
the PE for actual magnetospheric activity is close to 0.99 or
very high. This means that the magnetosphere is a very
predictable system for the large-scale currents that influence
Dst.
[30] We are using our Dst model to make near real-time

predictions of the Dst index (and also the daily averaged
>2 MeV electron flux at geosynchronous orbit [Li et al.,
2001b; Li, 2004]) based on data from the ACE satellite. The
results are currently available in real-time at http://lasp.
colorado.edu/�lix. Also available on the web site is a
monthly archive of model predictions starting from 1995.
Near real-time predictions are based on preliminary data from
the ACE satellite and are compared with the quick-look Dst
index. Both the quick-look Dst index and the preliminary
ACE data can differ substantially from their final versions.
Themodel is based on the level 2 (that is, final) versions of the
satellite data and the final version of ‘‘Kyoto Dst.’’

Figure 5. Autocorrelation of the Dst data (the upper
curve) and of the error in the model (lower curve) as a
function of time lag in days for the years 1995–2002.

Figure 6. Prediction efficiency (PE, + sign) and the RMS
error (asterisks) of the model as a function of the measured
Dst for a 50-nT-wide sliding window centered on the
respective points.
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[31] Figure 7 shows three examples of out-of-sample
comparisons between our model (except that the offset term
is just a constant) and the provisional version of the ‘‘Kyoto
Dst’’ index from 2003 and 2004. The top panel shows
relatively good agreement between the model and the
provisional version of the ‘‘Kyoto Dst’’ index. The middle
panel shows the two largest magnetic storms of the current
solar cycle, the so-called Halloween storm of 2003 and the
magnetic storm of 20–21 November 2003. The Halloween
storm had the largest solar wind velocity of the solar cycle,
over 2000 km/s, and the 20 November event was the largest
magnetic storm of the solar cycle as measured by Dst
(�472 nT according to the provisional values). The bottom
panel presents a comparison of the model for the largest
magnetic storm of 2004. The biggest discrepancy in our
modeled results for the years 1995–2005 is 20 November
2003. Our model gives about �300 nT versus �472 nT for
the provisional Dst index. It is unlikely that this discrepancy
is due to the use of the provisional rather than the final Dst
index. Past comparisons between the provisional and final
Dst suggest differences of the order of 10 nT between these

versions of the Dst index and thus relatively small percent-
age differences for larger storms.
[32] A slightly earlier version of this model was used to

model the largest (allegedly) magnetic storm ever recorded:
the Carrington storm of 1–2 September 1859, which may
have had an equivalent Dst value of below �1500 nT
[Tsurutani et al., 2003]. The results show that such a large
negativeDst value is possible within the context of the model
as long as there is sufficiently fast solar wind (�1600 km/s)
and a very large and long-lasting negative IMF Bz (��60 nT
for a couple of hours) [Li et al., 2006].

4. Summary

[33] The main overall goal of our research into Dst has
been to determine the predictability of the magnetosphere
given a solar wind driver. We have shown that the magne-
tosphere is highly predictable in terms of the large-scale
currents that influence Dst. Another more technical goal of
this article is to provide an update of our previous Dst
prediction model as described in the Appendix A. We have

Figure 7. Three examples of out-of-sample comparisons between our model prediction and the
provisional version of the ‘‘Kyoto Dst’’ index from 2003 and 2004. No model parameters were changed
to produce the predicted results except that the offset term was set to a constant.

A04221 TEMERIN AND LI: Dst MODEL

8 of 11

A04221



updated the parameters in the model, improved the model’s
behavior for more extreme values of the solar wind, and
experimented with some new terms. The motivation for the
new terms is partly to improve the model but also to explore
the physical behavior of the magnetosphere. For instance,
we added the annual modulations in the model to determine
the source of the annual variation of Dst. We added a
dependence on the previous values of Bz in the driver
terms to test models (see Appendix A) that show that super-
dense plasmasheets enhance subsequent magnetic storms
[Thomsen et al., 2003]. Though the result was somewhat
ambiguous as far as the motivating question is concerned,
the Bz terms did reduce the error in the model by about 1%.
Our Dst model suggests that there are three current systems
within the magnetosphere which affect the surface magnetic
field of the Earth. Our model also has an IMF Bz contri-
bution as though a portion of the IMF penetrates directly to
the surface of the Earth, a pressure term, and an offset term.
For this 8-year period, the linear correlation between the
model and the Dst index is 0.956, the prediction efficiency
is 0.914, and the RMS error of the prediction is 6.65 nT. An
analysis of some of the error in the model indicate that at
least 25% of the remaining error is due to the effect on the
Dst index of a portion of the Sq ionospheric current system.
A further analysis of the error indicates that close to 99% of
the variance in the large-scale currents that influence Dst are
predictable. An examination of the model’s behavior for the
six largest magnetic storms during 1995–2002 for which
there is good solar wind data shows excellent agreement
with the Dst index. It was shown that the annual variation in
the Dst index is mainly due to magnetopause and ring
currents. The dependence of the model on the solar wind
implies that magnetospheric activity depends on the solar
wind approximately in proportion to the square root of the
density, square of the velocity, and linearly with the mag-
netic field of the solar wind. In addition, the model shows
that there is a strong dependence on the direction of IMF
such that magnetic activity depends approximately on the
sixth power of the sine of half the IMF clock angle and a
seasonal dependence that depends on the angle between the
dipole axis of the Earth and the solar wind velocity.

Appendix A

[34] Here we describe the terms in the model Dst and how
these terms have changed from our previous model. The
model Dst is calculated as a sum of six terms:

Dst ¼ dst1*þ dst2*þ dst3*þ pressure termð Þ*
þ direct Bz termð Þ*þ offset termð Þ:

The terms dst1, dst2, dst3, (pressure term), and (direct Bz
term) were in our previous model. The terms dst1*, dst2*,
dst3*, (pressure term)*, (direct Bz term)* differ, in part, in
that they incorporate an annual variation as follows:

dst1* ¼ dst1 � 1:0þ 0:0807 sin t � fyþ 1:886ð Þð Þ;
dst2* ¼ dst2 � 1:0þ 0:0251 sin t � fyþ 3:18ð Þð Þ;
dst3* ¼ dst3 � 1:0þ 0:0901 sin t � fyþ 5:31ð Þð Þ

� 1� 0:00007 � dst1*ð Þ;

direct Bzð Þ* ¼ direct Bzð Þ
� 1:0þ 0:293 sin t � fyþ 3:19ð Þð Þ
� 1þ 0:0034 � dst1*ð Þ;

pressureð Þ* ¼ pressureð Þ
� 1:0þ 0:0986 sin t � fy� 1:383ð Þð Þ
� 1þ 0:00184 � dst1*ð Þ;

where fy = 2p/365.24 and t is the time in days from 1995.
The annual variation had previously been incorporated as
part of the offset term. While the offset term still has some
annual variation, it is now much smaller (an amplitude of
0.158 nT versus 1.44 nT previously for the years 1995–
1999 and about 3.2 nT for the years 1995–2002 if the
annual variation is not incorporated into the individual
terms). The largest contribution to the annual variation
comes from the pressure term with the dst1 term also
making a significant contribution. (Note that because dst1 is
negative and the pressure is positive, their contributions are
in phase.) The other terms are smaller and of different
phase. The overall effect is to produce an annual variation
that is positive near the Northern Hemisphere summer
solstice. In the absence of a physical mechanism to explain
the annual variation, our so far untested working hypothesis
is that it is due to the north-south hemispheric asymmetry in
the number of magnetic observatories used to calculate Dst
(three in the Northern Hemisphere and one in the Southern
Hemisphere) together with the hemispherical asymmetries
in the magnetospheric current systems caused by the
seasonal tilt of the dipole with respect to the solar wind
velocity.
[35] We also experimented with including a dst1 modu-

lation on the other terms. Since the dst1 term represents the
main ring current one could imagine that the effect of solar
wind pressure or the effect of the other magnetospheric
current systems would be different if there is a large ring
current. However, the addition of these terms makes only a
small improvement in the model. For instance the current
form of the pressure term implies that if the dst1* term is
�100 nT, the effect of the solar wind pressure on increasing
Dst is reduced by 18.4%.
[36] Now we describe the terms dst1, dst2, dst3, (pressure

term), (direct Bz term) and the offset term.

dst1 t þ dtð Þ ¼ dst1 tð Þ þ 5:041 � 10�3
�

� �dst1 tð Þ½ 	2:017

� 1þ erf �0:010bzð Þð Þ þ fe1 tð Þ
� 1þ erf �0:0094bz t � 0:0486ð Þð½
� 0:0118bz t � 0:181ð Þ þ 0:0138bz t � 0:271ð ÞÞ	
� exp 0:00313dst1 t � 0:132ð Þð
þ 0:01872dst2 t � 0:0903ð ÞÞgdt: ðA1Þ

[37] In words this equation says that dst1 at the current
time step is equal to dst1 at the previous time step plus a
nonlinear decay term that depends on the magnitude of dst1
and weakly on IMF Bz plus a growth term that is mostly
given by fe1. The factor fe1 depends on solar wind
parameters and has a modulation that depends on the values
of dst1, dst2, and the IMF Bz previously. The modulation of
the growth by the previous values of dst1 and dst2 was in
our previous model. However, here the terms are within an
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exponential. Thus, for large negative previous values of dst1
and dst2 (dst1 and dst2 are always negative terms), the
growth can approach zero but doesn’t change sign as it
could previously. The terms involving the previous values
of the IMF Bz were put in to test the hypothesis that
dense plasmasheets should lead to a larger magnetic storm
[Thomsen et al., 2003]. Though our model uses only solar
wind parameters, it has been found that dense plasmasheets
are associated with a positive IMF Bz. Thus there could be
an association between the previous value of the IMF Bz
and the strength of magnetic storms. We find (i.e.,
equation (A1), shows) that the dst1 term growth rate (i.e.,
the main ring current) would be enhanced if the IMF Bz is
instead negative rather and positive 70 min (0.0486 days)
and 260 min (0.181 days) prior but is enhanced if the IMF is
positive 390 min (0.271 days) prior to the current time. The
Bz factor in the decay rate was put in to test for its possible
effect on the decay. It has only a small effect here.

dst2 t þ dtð Þ ¼ dst2 tð Þ þ 0:00955 �dst2 tð Þ½ 	2:017
n

� 1þ erf �0:014bzð Þð Þ þ df 2 tð Þ
� ½1þ erfð�0:0656bz t � 0:0625ð Þ
þ 0:0627bz t � 0:104ð ÞÞ	

� exp 0:01482dst1 t � 0:264ð Þð Þ
o
dt ðA2Þ

dst3 t þ dtð Þ ¼ dst3 tð Þ þ 5:10 �dst3 tð Þð Þ0:952
n

� 1þ erf �0:027bz tð Þð Þð Þ þ df 3 tð Þ
� 1þ erfð�0:0471bzðt � 0:0278½ Þ

þ 0:0184bz t � 0:139ð ÞÞ	
o
dt: ðA3Þ

[38] The forms of the dst2 and dst3 equations are similar
to that of dst1 and were modified from their previous
versions in a similar manner. The dst2 term depends on
the previous value of dst1 but not dst2. The dst3 term does
not depend on previous values of dst1 or dst2. The modu-
lations of the driver term on the previous values of the IMF
Bz have different magnitudes and time delays but the
pattern is similar to that of the dst1 term: the more recent
values of negative IMF Bz enhance the driver term.

fe1 tð Þ ¼ � 1:703 � 10�6 1:þ erf �0:09bp
		

� cos b� 0:015ð Þ � dhÞÞ
� tst3 � exx� 1231:2=tst4ð½ þ abs exx� 1231:2=tst4ð ÞÞ
þ exx� 3942=tst4þ abs exx� 3942=tst4ð Þð Þ	
� v1:307x n0:548:

[39] The form of the fe1 was altered by the addition of the
error function. See the comment on the fe2 term for the
rational for this alteration.

bp ¼ b2y þ b2x


 �1
2

;

dh ¼ 0:0435 cos fy � t þ 0:1680ð Þ � 0:0208 sin 2p � t � 1:589ð Þ;
b ¼ atan bx; byð Þ;
exx ¼ vx � b0:993t sin7:29 qð Þ;

q ¼ � acos � bz

bt

� 
� p

� 
=2;

bt ¼ b2y þ b2z


 �1
2

;

tst3 ¼ 1� cos2 fð Þ
	 �1

2=0:95097
h i�0:13

;

tst4 ¼ 1� cos2 fð Þ
	 �1

2=0:95097
h i6:54

;

cos fð Þ ¼ 0:1635 sin t � fyþ 0:0449ð Þ � sin 2pt � t � fy� 1:632ð Þ
þ cos t � fyþ 0:0449ð Þ � 0:39þ 0:178ð
� cos 2pt � t � fy� 1:632ð ÞÞ;

df 2 ¼ 1440:0 � tst7 � fe2= �fe2þ 922:1ð Þ;
fe2 ¼ 5:172 � 10�8 � exx2

� 1:þ erf 0:418bp
		

� cos b� 0:015ð Þ � dhÞÞ:

[40] The fe2 and fe3 terms were modified by enclosing
what is now the argument of the error function by the error
function. Previously, for large values of IMF bp (essentially
IMF By), the denominator in the expression for df2 and df3
could become zero. The error function for the fe1 term was
introduced to have consistent forms for similar terms.

exx2 ¼ n0:493 � v2:955x � b1:105t sin5:24 qð Þ;

tst7 ¼ 1� cos2 f7ð Þ
	 �1

2=0:95097
h i2:84

;

cos f7ð Þ ¼ 0:1635 sin t � fyþ 0:0449ð Þ � sin 2pt � t � fy� 0:79ð Þ
þ cos t � fyþ 0:0449ð Þ � 0:39þ 0:178ð � cosð2pt � t � fy
� 0:79ÞÞ:

[41] The cos(phi) terms (what is now cos(phi), cos(phi7),
cos(phi8), cos(phi5), cos(phi6)) were previously all the
same. They differ now because the phase that affects the
diurnal variation of the various terms is different. The six
terms in our model (dst1, dst2, etc) have an annual and,
except the offset term, a diurnal variation. The annual
variation is a function of the angle between the magnetic
dipole of the Earth and the solar wind velocity and has both
an annual and a diurnal variation. Previously we found from
the best fit that the magnitude of the diurnal variation was
not consistent with the magnitude of the annual variation.
This may be due, in part or in whole, to the fact that a
diurnal effect is subtracted from the Dst index in order to
reduce the effect of Sq ionospheric current system on the
Dst index. Such a subtraction can also affect the diurnal
variation due to magnetospheric effects. Also the dipole tilt
that produces the annual variation can also effect the diurnal
variation. Thus, to further explore these diurnal affects, we
let the diurnal phase of the various terms be independent.

df 3 tð Þ ¼ 272:9 � tst8 � fe3= �fe3þ 60:5ð Þ;
fe3 ¼ �0:0412 � exx3 � 1:þ erf 1:721bp

		
� cos b� 0:015ð Þ � dhÞÞ;

exx3 ¼ n0:397 � v0:576x � b1:413t sin8:56 qð Þ;

tst8 ¼ 1� cos2 f8ð Þ
	 �1

2=0:95097
h i2:49

;
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cos f8ð Þ ¼ 0:1635 sin t � fyþ 0:0449ð Þ � sin 2pt � t � fy� 2:81ð Þ
þ cos t � fyþ 0:0449ð Þ � 0:39þ 0:178ð
� cos 2pt � t � fy� 2:81ð ÞÞ;

direct Bz term ¼ 0:574 � tst5 � bz ðA4Þ

where tst5 = [(1-cos2(f5))
1
2/0.95097]5.13,

cos f5ð Þ ¼ 0:1635 sin t � fyþ 0:0449ð Þ � sin 2pt � t � fyþ 0:27ð Þ
þ cos t � fyþ 0:0449ð Þ � 0:39þ 0:178ð � cosð2pt � t � fy
þ 0:27ÞÞ;

pressure termð Þ ¼ 0:330 � b2 � 1:þ 0:100nð Þ
�
þ 1:621 � 10�4 � tst6 � v2 þ 18:70
	 �

� n	
1
2: ðA5Þ

[42] The pressure term is the square root of weighted sum
of the following terms: b2, nb2, nv2, and n. The nv2 term is
the dynamic pressure and provides the main contribution
and, in most theoretical considerations, the only contribu-
tion to the pressure. However, we have that separating the
terms in this improves the prediction efficiency though we
don’t have good explanation for it. In our previous model,
we did not have the b2*n term.

tst6 ¼ 1� cos2 f6ð Þ
	 �1

2=0:95097
h i�2:44

cos f6ð Þ ¼ 0:1635 sin t � fyþ 0:0449ð Þ � sin 2pt � t � fy� 0:21ð Þ
þ cos t � fyþ 0:0449ð Þ � 0:39þ 0:178ð
� cos 2pt � t � fy� 0:21ð ÞÞ:

[43] The offset term for the years 1995–1999 is

offset ¼ 11:70þ 0:158 sin t � fy� 0:94ð Þ � 0:00954 � t þ 8:159

� 10�6 � t2: ðA6Þ

The offset term for the years 2000–2002 is

offset ¼ 19:35þ 0:158 sin fy � tt � 0:94ð Þ þ 0:01265 � tt � 2:224

� 10�5 � 10�6 � tt2;
ðA7Þ

where tt is the time in days starting from the beginning of
2000.
[44] The offset term is shown is Figure 1. Because we did

two separate quadratic fits for the years 1995–1999 and the
years 2000–2002, there is a discontinuity at the end of
1999.
[45] The solar wind data are first averaged to 10-min

intervals at spacecraft’s positions and then ballistically
propagated to the Earth using the solar wind velocity and
the upstream distance of WIND or ACE. In the case of
WIND the actual upstream distance is used; in the case of
ACE, the upstream distance is assumed to be 238.6 RE.

After propagating to the Earth, the data are then interpolated
to 10-min intervals to be used as input to the Dst model.
[46] The dst1, dst2, dst3, pressure term, direct IMF Bz

term, and offset terms are added (after interpolation) with
time delays of 5.3, �14.6, 30.2, �1.6, 23.1, and 5.3 min,
respectively, and then smoothed over 50 min for compari-
son with the ‘‘Kyoto Dst.’’
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