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[1] Two empirical models, one simple, one more complex, are introduced to predict the
AL index, a measure of the Earth’s auroral activity derived from magnetometers in the
Northern hemisphere. Both models are based on solar wind and magnetometer data from
the year 1995. The simple model predicts the 10-min averaged AL index for 1995 using
only solar wind measurements with a prediction efficiency of 0.644 and a linear
correlation of 0.803. The more complex model has a prediction efficiency of 0.723 and a
linear correlation of 0.850. The simple model forward integrates with a 10-min time step

the model AL term using a driver term on the basis of the solar wind magnetic field
magnitude and direction, solar wind velocity and density, and a nonlinear decay term
whose amplitude depends on the model AL amplitude. The more complex model adds
annual, semiannual, and diurnal variations, saturation, and some time delays and an
additional term that is a direct function of the solar wind magnetic field and velocity.
Though both models were optimized to predict the 10-min averaged AL index, both
models predict a longer-averaged AL index substantially better (prediction efficiency of
0.736 and 0.825, respectively, for the 2-hour averaged AL using the simple and
complex models) while predicting the difference between 2-hour averaged AL and the
10-min AL poorly (prediction efficiency of 0.083 and 0.136, respectively) implying much
less predictability for shorter timescale variations. The models show that the AL

index is strongly dependent on the solar wind magnetic field and velocity but is practically

independent of the solar wind density.
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1. Introduction

[2] Indices of large-scale magnetospheric activity, such as
the hourly Dst index [e.g., Burton et al., 1975; Klimas et al.,
1998; O’Brien and McPherron, 2000; Temerin and Li,
2002, 2006] or the radiation belt electron flux at geosyn-
chronous orbit [e.g., Baker et al., 1990; Li et al., 2001a; Li,
2004], are quite predictable given solar wind conditions,
and we have been making such predictions in real time for
several years (e.g., http://lasp.colorado.edu/~lix/).

[3] Here we show our efforts to predict the AL index by
making two models (simple and complex) of the 10-min
averaged AL index using the solar wind as the only input for
an almost continuous period of a year.
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1.1. Auroral Indices

[4] The auroral electrojet indices have been widely used
for monitoring geomagnetic activity and space weather and
for research in geomagnetism, acronomy, and solar-terrestrial
physics since Davis and Sugiura [1966] introduced them to
space physics. Since 1975, the auroral indices have been
based on l-min values of the northward H component
magnetometer trace from 12 auroral observatories located
between about 60 and 72 magnetic latitudes with a magnetic
longitudinal spacing of 15°-50°.

[5] The auroral electrojet indices AL, AU, AE, and AO
were introduced as a measure of the global auroral electrojet
activity. The AU and AL indices were intended to express
the strongest current intensity of the eastward and westward
auroral electrojets, respectively. The AE index represents the
overall activity of the electrojets, and the AO index provides
a measure of the equivalent zonal current. The derivation of
these indices is described in the World Data Center (WDC)-
C2 Kyoto Web site.

1.2. Uncertainties in Auroral Electrojet Indices

[6] There are several deficiencies in the auroral electrojet
indices that prevent the indices from being ideal measures of
the auroral electrojet. The main deficiencies stem from
longitudinal gaps in the distribution of the 12 observatories,
from the small latitudinal range covered by each observatory,
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from the offset of the local magnetic H component of an
observatory with respect to the Earth’s dipole north-south
direction, and from the effects of strong local field-aligned
currents in the substorm current wedge [Clauer and
McPherron, 1974; Baumjohann and Treumann, 1999].

[7] At some magnetic observatories, the angle between
the local magnetic H component and the global eccentric
dipole north-south direction is greater than 30°. Since the
electrojets tend to flow along the auroral oval, i.e., perpen-
dicular to the global eccentric dipole north-south direction
rather than perpendicular to the local H direction, these
observatories tend to underestimate the electrojet current.

[8] The most severe longitudinal gap is in Siberia, span-
ning over 4 hours of local time, but there are also gaps in
western Canada and in the Atlantic sector of more than
2 hours of local time. Substorm current wedges associated
with weak or moderate substorms may cover less than
2 hours of local time and can be easily missed by the
12-station AE network [McPherron et al., 1973; Baker et al.,
1996].

[v] Probably more severe is the small latitudinal range
covered by the AE observatories. During times of weak
activity, i.e., when the interplanetary magnetic field, IMF, is
northward, the auroral oval contracts northward, and the
electrojets flow poleward of 70° latitude. In this situation,
the AE network, with all its stations south of 70°, may not
detect any disturbance. Also, during major magnetic sub-
storms, the auroral oval can expand equatorward below 60°,
and the AE network will underestimate the strength of such
events as well.

[10] As discussed above, the AL index is not a perfect
index. Nonetheless, the AL index has been widely used in
the community as a proxy for the auroral activity, and there
has been a lot of effort to understand its variability and
predictability.

1.3. Variations of Auroral Electrojet Indices

[11] The electrojet indices are known to have universal
time [Davis and Sugiura, 1966; Ahn et al., 2000a] and
seasonal variations [Russell and McPherron, 1973; Ahn
et al., 2000b; Lyatsky et al., 2001].

[12] The causes of the seasonal variation of geomagnetic
activity has been reviewed by Cliver et al. [2000] and
further investigated by Li et al. [2001b] and Temerin and
Li [2002; 2006], where three causes are discussed: (1) the
axial effect, that is the variation of the position of the Earth
in heliographic latitude and the concurrent increase in solar
wind speed at higher heliographic latitudes, (2) the equi-
noctial effect, that is the varying angle of the Earth’s
magnetic dipole axis with respect to the solar wind velocity
and thus presumably a varying efficiency of coupling with
the solar wind, and (3) the Russell-McPherron effect
[Russell and McPherron, 1973], an effect due to the larger
z component of the IMF near the equinoxes in geocentric
solar magnetospheric (GSM) coordinates, which in turn is
due to the tilt of the magnetic dipole axis with respect to the
heliographic equatorial plane.

[13] Measurements of electric fields and Hall conductan-
ces such as done by the Chatanika radar [4hn et al., 1999]
indicate that there are two sources of ionospheric conduc-
tance, one associated with the solar extreme ultraviolet
(EUV) radiation, varying smoothly and maximizing near
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local noon, and the other associated with auroral particle
precipitation, which shows a maximum around local mid-
night. The main contribution to the 4L index is provided by
AE stations in the post midnight-early morning sector [4/len
and Kroehl, 1975], because of the contributions from both the
substorm current wedge, which peaks near midnight, and the
directly driven westward electrojet, which peaks around
dawn. During expansion phase activity, the contribution to
the AL jumps around between dawn and midnight depending
on which component dominates. The average results put the
peak in the AL index around 0300 Magnetic Local Time
(MLT) as seen in the results of Allen and Kroehl [1975].
[14] AU and AL provide a measure of the maximum
eastward and westward electrojet currents, respectively.
AU and AL have different dependences on universal time
and season. AU reflects the directly driven component of
auroral activity, while AL contains significant contributions
from both directly driven and substorm expansion phase
activity. For these reasons, Ahn et al. [1999] and Kamide
and Rostoker [2004] suggested that AU and AL be used as
separate time series in all scientific studies. So here we
focus on modeling the AL index instead of the AE index.

1.4. Previous Work on Predicting Auroral Indices

[15] The auroral electrojet indices have been predicted
and reviewed by many people [e.g., Baker, 1986; Clauer,
1986]. We can divide the previous prediction models into
two categories; (1) analogue models and (2) input-output
data analysis models.

[16] A dynamical system can be expressed as a set of
differential equations with several physical variables in
analogue models, so the system can be understood physically.
However, in input-output data-analysis models, the input to a
physical system and its output response are used to deter-
mined the coupling characteristics of the system. Thus this
coupling function may not have a clear physical meaning.
1.4.1. Analogue Models

[17] Goertz et al. [1993] constructed the first nonlinear
analogue of the coupling of solar wind to the electrojet.
Their model consisted of two independent components:
(1) the response of the eastward electrojet, as measured by
the AU index, to the reconnection electric field at the front-
side magnetopause and (2) the response of the westward
electrojet, as measured by the AL index, to the electric field
in the plasma sheet. Magnetosphere-ionosphere coupling
occurred through Alfvén waves driven by changes in the
magnetospheric electric field. They achieved an AE corre-
lation coefficient of 0.92 for 10-min resolution data during a
48-hour period in May 1979 and a slightly lower correlation
for AL. McPherron and Rostoker [1993], commenting on
this result, concluded that the remarkably high correlation
was the consequence of several factors special to this 2-day
interval. Thus McPherron and Rostoker predicted that the
model would not do as well for other intervals.

[18] The Faraday loop model [Klimas et al., 1992, 1994]
is a time-dependent representation of magnetotail convec-
tion with a superposed loading-unloading cycle. A Faraday
loop, which encircles one of the tail lobes, is used to relate
changes in the magnetic flux in the lobe to electric poten-
tials around the loop by Faraday’s law, which are then
expressed in terms of solar wind parameters and cross-tail
currents. To relate the model output of the electric field to
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the measured electrojet index data, an elementary mapping
[Weimer, 1994] of the cross-tail electric field to the west-
ward electrojet strength (4L) was added to the model.
Klimas et al. [1994] found a correlation coefficient of about
0.65 for three consecutive intervals of the Bargatze et al.
[1985] data set with a total of 140 hours of data. The
Bargatze data set has a time resolution of 2.5 min.

1.4.2. Input-Output Data Analysis Models

[19] The linear prediction filter (LPF) technique was
adapted by Bargatze et al. [1985] to analyze AL data. They
assumed a linear relationship between an input time series
and an output time series. The output was the AL index
while the input was VB where V'is the solar wind speed and
B is the z component of the IMF when it is directed
southward or zero otherwise. These data were used to find
the best LPF for the data of November 1973 to December
1974. However, their results also showed that the relation-
ship between VB, and AL is nonlinear and is, as such,
beyond the scope of the LPF technique.

[20] The local-linear prediction technique is an extension
of the linear prediction filter technique that allows for
nonlinear coupling. In this technique, a linear approxima-
tion to the nonlinear curve is constructed and used to predict
the next step in the evolution of the simple magnetosphere.
In practice, both the present and past inputs to the magne-
tosphere and its present and past geomagnetic activity
outputs are used as inputs to the method to predict the
future activity output. Vassiliadis et al. [1995] applied this
technique to three intervals, a total 40 hours, of the Bargatze
et al. [1985] data set and got a correlation coefficient of
about 0.79 for 2.5-min resolution data and 0.87 for 25-min
resolution data.

[21] Considerable success has been realized recently in
studies of neural network-based predictions of magneto-
spheric storm conditions. The emphasis in such work is on
prediction rather than on magnetospheric dynamics. The
input and output data are coupled by an active function
which is locally and globally nonlinear. Hernandez et al.
[1993] have used neural nets to construct nonlinear models
to forecast the AL index using the VB and AL data from
Bargatze et al. [1985] for the input and output to their
models. Using the state space reconstruction approach,
which is a generalization of autoregressive-moving average
models, they obtained a correlation coefficient of 0.91 for
15-min resolution for one interval of 47 hours in the
Bargatze et al. data set. For the same data, Weigel et al.
[2003] adapted the gated neural network with inputs of
previously measured data and got a correlation coefficient
of 0.94 for 15-min resolution data for one interval.

[22] More recently, Chen and Sharma [2006] introduced a
new technique for data-driven modeling on the basis of the
distance of the nearest neighbors from the current states, in
which the contributions of the nearest neighbors are weighted
by factors inversely proportional to the distances. They con-
clude that this technique yields better predictions, especially
during strongly driven events [Chen and Sharma, 2006].

1.5. Motivation

[23] Temerin and Li [2002, 2006] developed an empirical
model to predict the hourly Dst index. For the 8§ years,
1995-2002, they obtained a prediction efficiency of 0.914
and a linear correlation coefficient of 0.956. They showed
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that the magnetosphere is highly predictable and that
chaotic behavior within the magnetosphere has little influ-
ence on the large-scale currents that determine Dst. These
results lead to the question, which this paper attempts to
answer, of how a similar technique applied to the smaller-
scale currents and shorter-timescales related to the auroral
electrojet would work.

[24] Shen et al. [2002] have developed a relationship
between the AL and Dst indices on the basis of the physics
of the processes involved in order to understand the storm-
substorm relationship. They argue that the magnetospheric
electric field causes both the westward auroral electrojet and
the particle injection into the ring current region. With the
assumption that the magnetospheric electric field is homo-
geneous from the initial injection region through the ring
current region, they produced a model of Dst on the basis of
AL and the solar wind dynamic pressure. They found that
the correlation coefficients between modeled Dst and the
Dst index are 0.84 and 0.80 for 1998 and 1999, respectively.

[25] Figure 1 shows an example of the correlation between
Dst and AL for days 80—120 of 1995. The figure shows that
both indices respond in some ways similarly but that AL
has much more variability. For all of 1995, the linear
correlation coefficient between Dst and the 1-hour averaged
AL is 0.62.

[26] These correlations between the AL and Dst indices
motivated us to pursue the possibility that a modification of
Temerin and Li’s empirical method of predicting Dst could
also predict the AL index well.

2. Model and Parameters
2.1. Data

[27] Almost continuous solar wind data are available
from the Wind spacecraft since end of 1994 and through
all of 1995. The perigee of Wind is sometimes inside the
magnetosphere, so the 7% of data from 1995 could not be
used. In our model, all solar wind data have been rotated
into the GSM coordinate system, and the time of the solar
wind has been changed to ¢ = ¢, — x/v, (x, x component of
solar wind location at f,; v,, the magnitude of x component
of the solar wind velocity at f,) to take into account the
propagation of the solar wind to the Earth.

[28] In our calculations, we have used solar wind data
interpolated to a constant 10-min interval (this is the same
solar wind data set we used for the Dst prediction). We used
the AL index data from the WDC (Geomagnetism, Kyoto).
The last provisional AL index data currently available at the
WDC are for 1995, so we modeled the 1995 provisional AL
index after averaging the AL data to a 10-min interval.

[20] We developed two models of AL using the solar wind
as input: a simple model which we call the “Simple Model”
and a more complicated model which we call the “Complex
Model”. The Simple Model illustrates the basic connection
of the solar wind parameters to the AL index. The Complex
Model was made in order to include and investigate
additional effects: annual, semiannual, and diurnal modu-
lations, saturation, and some effects based on the past
history of the solar wind and includes optimal smoothing.
The simple model gives a root mean square (RMS) error
between the prediction and the 10-min AL index of 99.6 nT,
a prediction efficiency of 0.644, and linear correlation
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Figure 1. Comparison between Dst (an hourly index) and thel0-min averaged AL index for days 80—

120 of 1995.

coefficient of 0.803. The respective numbers for the com-
plex model are 87.9 nT, 0.723, and 0.850. Thus about a
quarter of the error that remains in the simple model, as
measured by the prediction efficiency or correlation coeffi-
cient, is eliminated in the more complex model.

2.2. Simple Model
[30] The simple model of the AL index is calculated as:

AL(1) = all(z) + 24.94nT, (1)

where all is found by forward integrating all on the basis of
solar wind data, 24.94 nT is a constant offset, and AL, is the
output of the simple model. The addition of a positive
constant allows for AL occasionally to be positive. Since
the AL index is usually negative, positive ALg values are set
to zero.

[31] The quantity all is found every 10 min for all of
1995 as follows:

all (¢ + dt) = all(¢) + (df1(r) +2.101*(abs(all(z)))"*")dt, (2)

where dt is 10 min or since time here is in days, dt =
0.0069444, and all is initialized with a value of —8 nT,
though the exact initial value makes little difference. The
last term in equation (2) produces a nonlinear decay
whose timescale depends on the amplitude of all. For all =
—100 nT, the decay timescale is 1.73 hours; for a all =
—500nT, the decay timescale is 0.89 hours.

[32] The term dfl(?) is given as follows:

df1(z) = —2474.5%bt"0% (sin 6) 5% (1, /430.0)>"**(1/7.0)",
(3)

where n is solar wind density in ions/cm®, v, is the solar
wind velocity along Sun-Earth line in km/s, and bt is the
magnitude of the IMF in nanoTesla in the plane perpendi-
cular to the Sun-Earth line and § = —(acos(—bz/bt)—m)/2
where bz is the z component of the IMF in GSM
coordinates.

[33] An example of the model output is shown in Figure 2.
In comparing the model with the measured AL index, there
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Figure 2. Relevant solar wind parameters and a comparison between the measured AL index (10-min
averaged, red) and the predicted AL index (green) from the simple model for days 132—142 of 1995.

is an additional parameter that is optimized which is the
time shift between the model output and the AL index. For
the simple model, there is delay of 7.30 min added to the
model output (that is, the nominal model output at 10 min is
compared with the AL index at 17.3 min); for the more
complex model, this time will be 7.42 min. The time delays
are quoted at better than 10-min resolution because the

model output is interpolated before comparison with the AL
index.

[34] In equations (1), (2), and (3), all numerical values
were found by minimizing the RMS error between the model
prediction and the 10-min averaged AL index. The RMS
error for all of 1995 (excluding intervals for which there
was no solar wind data) was 99.56 nT, the prediction
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efficiency (PE), defined as (PE = [l —(mean squared residual)/
(variance of data)]) was 0.644, and the linear correlation
between the model and the 10-min averaged AL index was
0.803.

[35] For typical solar wind values, v, = 430 km/s, n = 7/cm’,
bt = 5nT, and a southward IMF such that (sinf)*% = 1, we find
that a typical change for the AL index initially at zero during a
10-min time step is given by

df1#dt = —2474.5%(5%9)%6,9444*10nT ~ —73nT  (4)

Equation (3) shows that AL, and thus by implication the AL
index, is practically independent of the solar wind density-
(n/7.0)9-95~1.0 for all typical values of solar wind density,
and has strong dependence on v, and a somewhat less strong
dependence on bt. However, the variability of bt and of
angular factor sinf are much greater than the variability of
vy, and thus the variability of the IMF dominates the
variability of AL especially on shorter timescales.

[36] The simple model of AL provides the basic description
of how auroral activity as measured by AL depends on solar
wind parameters and helps one to see the relative significance
of various solar wind parameters affecting the AL index. It is
also expected that the AL index should have annual, semian-
nual, and diurnal variations and that there may be additional
time delays in the response of the magnetosphere to the solar
wind. To explore these issues and see how much more one
can improve the model, we have included some of these
factors into the more complicated model.

2.3. Complex Model
[37] The more complicated model is given by:

AL(t) =(al(r) + al2(£))(1 + 0.112* sin(27t + 4.17)
- (1.0 4+ 1.72* sin(¢*fy + 2.03)))
(1 + 0.038* sin(47¢ + 1.09)) — 9.868nT, (5)

where fy = 27/365.24.

[38] This equation shows that the output of the more
complicated model (AL.(?)) is the sum of two terms (al and
al2) whose amplitude is modulated by a diurnal and semi-
diurnal term. The term al is basically determined by forward
integration, while the term al2 is directly calculated from the
solar wind v, and bz values. The first “sine” term gives a
nominal diurnal variation to AL. of 11% such that AL, is
typically largest at 14 UT or when Canada is in the morning
sector. However, the second “sine” term gives an annual
modulation to the amplitude of the diurnal variation, such that
the diurnal variation actually varies and is largest around
5 December with an amplitude of 30.5% (0.112*2.72) and
reverses sign and has an amplitude of 8.1% around 5 June.
Thus near the winter solstice, there is a larger diurnal
variation than near the summer solstice. The last “sine” term
provides for a semidiurnal variation, and the amplitude of the
term shows that the semidiurnal variation is small.

[39] We describe the calculation of the al2(¢) term, which
is the smaller of the two terms, in several steps. First we
calculate al2’, then al2”, etc.

al2/(£) =(sin ¢*(7 — 0.0625))*7%%(~12.21*bz(¢ — 0.0625)
*(ve(t — 0.0625)/430.0)" 7% + 19.44%bz(r — 0.0556)
*(v(t — 0.0556) /430.0)"*) ©
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Equation (6) says that al2’ (and thus al2) depends on the
solar wind bz and v, values 80 min (i. e., at time (t — 0.0556))
and 90 min (i. e., at time (¢ — 0.0625)) before and on sing

where sin ¢ = /(1 — cos ¢?) and
cos ¢ = sin(t*fy + 0.2026)*0.0366* sin(27t — r*fy — 1.603)
+ cos(t*fy + 0.2026)
%(0.39 + 0.040* cos(27t — r*fy — 1.603)) (7)

The term sin ¢ is nominally the sine of the angle between
the magnetic dipole axis and the Sun-Earth line, depends on
the rotation phase of the Earth because of the offset of the
dipole axis from the rotation axis, and depends on the
revolution phase of Earth around the Sun because of the tilt
of the rotation axis with respect to the ecliptic plane.
However, in our fitting procedure, the revolution angle (here
0.2026 radians), the rotation angle (here —1.603 radians),
and the magnitude of the offset of the dipole axis from the
rotation axis (here reflected by the value 0.0366 and 0.040
corresponding to an offset of 2.29°) were free parameters.
The rotation and revolution angles correspond to a sin ¢
minimum at 6 UT on 20 December and another minimum
6 months and 12 hours later. This term gives the equinoctial
effect [Cliver et al., 2000; Li et al., 2001b] and gives a
maximum in auroral activity near the equinoxes and
minimum at the solstices. There is a corresponding term
of larger amplitude that affects the driver term of al. The
modulation due to that term, (sin ¢(#))**° used in equation
(14), is illustrated in Figure 3. Since al is by far the
dominant term, its modulation by (sin #(1)%° approximates
the overall modulation of the model AL because of the
equinoctial effect. Because the magnetic dipole axis is offset
from the rotation axis by only 2.29° instead of the actual
11°, the diurnal modulation is much less than expected from
the equinoctial effect. However, one must consider that
there is an additional diurnal variation due to equation (5).
[40] From al2’, we then calculate al2” as follows:

al2” () = al2(¢)(1.0 + 1.10%* sin(¢*fy + 5.13)), (8)

[41] This provides for an annual variation that appears to
be quite large (110%). However, there is also an annual
variation in the al term of about 21.8% with almost an
opposite yearly phase, and since the al term is substantially
larger than the al2 term, the two annual modulations partly
cancel. The overall annual modulation of AL, is small, about
6%, with a maximum around 1 August. The effect of this
annual modulation on al2 is such that the al2 term contrib-
utes little to the overall prediction in late fall and early
winter but contributes substantially, though still less than the
al term in late spring and early summer.

[42] From al2” we then calculate al2” as follows:

al2” (1) = al2"(¢) + 0.32 — abs(al2”(¢) + 0.32) (9)

This provides that if al2” (and thus bz) is positive or only

slightly negative (but not less than —0.32) that al2”’ will be

zero. Thus the al2 term only has an effect for negative bz.
[43] Finally, al2 is calculated as

al2(¢) = smooth®! (al2”' (), 3) (10)
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Figure 3. The semiannual and diurnal variation of the main driver term, which has a corresponding
effect on the overall modulation of the model AL due to the equinoctial effect. The vertical thickness of
the line represents the magnitude of the unresolved diurnal variation of the main driver term.

where smooth?!(al2”” (£),3) means that the three-point smooth-

ing function (i.e., three-point running average) is applied
successively 21 times, essentially producing a Gaussian
smoothing.

[44] The number of smoothings was determined by mini-
mizing the RMS error of the prediction against the 10-min
AL index. The smoothings imply, and we show more
explicitly later, that the model cannot predict variations
well on a short timescale.

[45] The term al is calculated as follows. First we calcu-
late al as

al(t + dt) =al(f) + (10.688%(abs(—al (1))
*(1 —0.00126*al (¢ — 0.0625)) + df2(¢)
*(1 — erf(0.050*(bz( — 0.0347) + 0.29
*abs(bz(¢ — 0.0347)))))* (1 +0.00079*al1(r — 0.0625))
*(1 —0.00163*al(t — 0.0625)))*dt (11)

and al is set to zero should it ever be greater than zero.
Then a2 follows from al as

a2(f) = al(£)*(1.0 + 0.218*sin(efy + 2.19))  (12)

and al follows from a2 as

al(z) = smooth®(a2(z), 3) (13)
where equation (12) provides for the annual variation, and
equation (13) provides for the smoothing as discussed
already in relation to the al2 term.

[46] An example of al and the al2 terms, including their
diurnal modulations and their sum (—9.868 nT) as indicated
by equation (5), and the measured AL index are shown in
Figure 4.

[47] Equation (11) implements the forward integration of
the main contribution to AL.. The first part of the second
term on the right hand side of equation (11) provides for the
nonlinear decay of al. An additional factor in the decay
term enhances the decay on the basis of the amplitude of al
90 min (0.0625 day) earlier. Ignoring this term, one can
estimate the time constant of the decay of al (and thus 4L,
since al is usually only slightly less than AL.). For al =
—100 nT and —500 nT, the decay timescale is 0.91 hours
and 0.66 hours, respectively.

[48] The factor df2 is a function of the solar wind
parameters and is approximately equal to the driver term.
However, the value of the driver term is here modulated by
the value of bz 50 min (0.0347 day) earlier and by the value
of @l 90 min (0.0625 day) earlier. The modifications of
equation (11) due to earlier values of a1 and bz only slightly
improve the model results while greatly complicating the
appearance of the equation. However, we keep the terms to
demonstrate the kind of things we tried to do to improve the
model.

[49] In equation (11), df2(¢) is given by:

df2(z) = 38076*(sin ¢ (1)) **fe2(r) /(1. — fe2(¢)) (14)

where (sin ¢(7))>>° provides for the equinoctial effect in the
driver term of equation (11) as previously discussed and
fe2(f)/(1. — fe2(¢r)) provides for saturation for larger
negative values of fe2 (fe2 is always negative) such that
df2 can never be less than —38076, and thus the magnitude
of df2*dt in equation (11) cannot exceed 264.4 nT per a
10-min time step.
[s0] The fe2 term is in turn given by:

fe2(t) = fel () + (fel () — fel (¢ — 0.0347))*0.077  (15)
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indicated by equation (5). An example of al (solid

In the complex model, the AL is the sum of two terms, al and al2 (and —9.868 nT), as

black), al2 (dash dotted black), the modeled AL

(green), and the measured AL (red) for days 135—142 of 1995.

This equation provides that the magnitude of the fe2 term at
time ¢ is slightly larger than the magnitude of the fel term at
time ¢, provided the magnitude fel is larger than its
magnitude 50 min previously and vice versa.

[5s1] The term fel has the following dependence on the
main solar wind parameters:

fel = — 5.529%10 2%bt(r)" "% (sin (1)) * (v (¢) /430.)*1°

*(n(t)/7.)"7°%(1. + erf(0.0444*dh()*bp(t)

* cos(ang(7) 4 0.03))) (16)
and, except for the last factor and that all the terms are
raised to higher powers, is similar to equation (3). In the last
term, bp is the magnitude of the IMF in the GSM x-y plane
(i.e., bp = \/(by* + bx?)) and ang = atan(bx,by), and thus
bp(f)*cos(ang(£)+0.03) is essentially by. The term dh is
given by

dh(f) = 1.43* cos(r*fy — 0.061) + sin(27r +0.52)  (17)
and thus depends on the annual and diurnal phases.

[52] The higher power for all of the solar wind terms in
the complex model versus the simple model is due to the
addition of the saturation term [equation (14)] in the
complex model. The saturation term allows the driver to
become larger since then the saturation term is applied to
reduce it. For an easier comparison with the simple model,
one can rewrite equation (16) as:

fel(r) = — 5.529%10 2% {bt(r)"*"*(sin (r))**** (v, (¢) /430.)**!
*(n(2)/7.)°" 17 (1. + erf(0.0444*dh(z) *bp(7)

*cos(ang(z) + 0.03))) (18)

In equation (18), an overall power of 1.7 has been applied to
the product of all the driver factors that were in the simple

model, and the remaining powers are now much closer to
those that were in the simple model.

[s3] For a purely southward IMF and with the magnetic
dipole perpendicular to the Sun-Earth line and with n = 7/cm’
and v, = 430 km/s and ignoring terms with past history of
fel and bz, one can combine equation (11) with equations
(16) and (14) to get a simpler expression for equation (11) in
terms of bz.

al(t + dt) =al(f) + (10.688%(—al(r))"1%° — 2105%(—bz)"*>

/(1 + .0553%(=bz)"3))*dt. (19)
The term with bz is the driver term in the equation (if bz > 0,
bz is set to be zero), and multiplying by dt to get the change
in al due to this term in a 10-min interval, one gets

A(al) = al(t+dt) —al(z)
= —14.6%(—bz)"** /(1 + .0553*(—bz)'>*) + decayterm.
(20)

In the limit of large magnitudes of negative bz and ignoring
the decay term, A(al) asymptotes to —14.6/0.0553 =
—264nT. This is approximately the largest possible change
in the model AL value in a 10-min interval. The actual AL
index can change more rapidly. In general, both the simple
and complex models tend to underestimate the rapid
decreases and increases in AL. Thus the decay term is also
somewhat less steep than in the actual AL [Weimer, 1994].
The effect is to smooth out rapid changes in AL associated
with substorms.

[54] The model predicts faster decay with larger ampli-
tude in agreement with Weimer [1994] but in seeming
contradiction to Rostoker et al. [1991], who found an
opposite dependence and decay times of less than 20 min
for small-amplitude events. However, this may be recon-
ciled. Because the model does not predict short timescale
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interval for average solar wind parameters, n = 7/cm’ and v, = 430 km/s. Only values of bz that actually

occurred in 1995 are used.

variations, the model cannot have decay times of the order
of 20 min. This does not mean that short-scale variations are
ignored. In the model, they are averaged over. Since the
timing of enhancements in the magnitude of the AL index
lasting a short time (of the order of 30 min) can only be
predicted to within about 1.5 hours, they become 2-hour
enhancements in the model but with smaller amplitudes so
that, after averaging both the model and the data over
2 hours, everything more or less agrees. Another way to
say this is that the model predicts the rise and fall of the
expectation value of the AL index rather than the AL index
itself, and so the model decay times do not necessarily
correspond to the actual decay times of the AL index
especially for short timescale events.

[s5s] Another feature of the complex model is saturation:
very large solar wind inputs do not have correspondingly
large effects on the AL index. Defining saturation in
equation (20) as 1 +0.00553 * (—bz)'>* = 2, one gets that
saturation occurs for bz = —6.63 nT, corresponding to a
change in the model 4L that is half the maximum. Satura-
tion occurs for smaller values of bz if the velocity is larger
than the assumed 430 km/s as it usually is for active
magnetic intervals. For comparison, the average value of
the magnitude of bz in the IMF near Earth is approximately
3 nT. Figure 5 shows the magnitude of A(al) for a 10-min
interval versus the magnitude of bz for negative bz [i.e.,
equation (20)], ignoring the decay term, and shows approx-
imately how the modeled AL changes and how the change
saturates as a function of negative bz in a 10-min interval,
for the average solar wind parameters of n = 7/cm’ and v, =
430 km/s. In order to give an indication of the data used to
derive this function, only bz values that were actually
measured in 1995 are shown in Figure 5. Also shown is
the corresponding function for the simple model, i.e.,
equation (3).

[s6] Figure 6a shows another comparison of AL, with the
AL index. In general, AL falls more slowly and recovers
more slowly than 4L and underrepresents the peak excur-
sion of AL. It would seem as if this would be an easy
problem to correct by making the AL, peak larger, but the
problem is in the timing; the peak in such a larger, steeper
AL, would likely not coincide with the AL peak and thus
would increase the RMS error of the model. We have not
figured out how to make the peaks coincide more exactly.
Since large negative excursions of AL are generally taken to
represent substorms [e.g., Weimer, 1994], this means that
while the model AL gives the overall integrated magnetic
deflection during a substorm, the exact timing of the sub-
storm is not predicted by our model.

3. Results and Discussions

[57] For 1995, both the solar wind data and the AL index
(provisional version) are available. We have taken advan-
tage of this coincidence to develop our models. These
models not only show the effect of solar wind parameters
on auroral activity as measured by the AL index but also
show the magnitudes of the annual, semiannual, and diurnal
modulations of the AL index and how the index saturates
and how it decays. The model also shows those aspects of
the AL index that are easily predictable and those aspects
that are not so easily predictable using solar wind data.

[58] The model gives a smoother version of AL. In fact,
the model has the best prediction efficiency when compared
with the 13-point (2-hour, 10-min) running average of the
AL index for which the model has a PE of 0.825, a RMS
error of 61.1 nT, and a linear correlation coefficient of
0.910. The PE is even better when the 13-point running
average of the model results is compared with the 13-point
running average of the AL index: PE of 0.852, RMS error of
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Figure 6. Comparison of the modeled AL from the complex model with the AL index. (a) Modeled AL
(10-min resolution) and 10-min averaged AL index; (b) and (c) comparisons of the 13-point and 25-point
running averages of the modeled AL and the 10-min averaged AL index.

56.1 nT, and a linear correlation coefficient of 0.923. The
PE increases with greater averaging: for the 25-point
running average of both the model and the AL index, the
model gets a PE of 0.898, a RMS error of 42.7, and linear
correlation coefficient of 0.947. Figures 6b and 6¢ illustrate
the behavior of the model as the averaging is changed.
Figure 7 provides a more complete view of the comparison
between the 13-point running averages of the modeled AL
and measured AL throughout 1995.

[59] In contrast, on short timescales, the model predicts
poorly. The PE for the model minus its 13-point running
average versus the AL index minus its 13-point running
average is only 0.135, RMS error of 55.8 nT, and a linear
correlation coefficient of 0.369. This is illustrated in
Figure 8.

[60] A more exact way of looking at the timescale
behavior of the AL index and of the model is to do a
Fourier series analysis. Figure 9 shows the results of the
25-point running averaged power spectrum (which is basi-
cally the square of the so-called Fast Fourier Transform) of
the AL index and of the model. The model has much less
response at shorter timescales.

3.1. Sources of Error

[61] There are several sources of error. There is some
uncertainty in the assumed propagation of the solar wind to
the Earth [Weimer et al., 2003; Bargatze et al., 2005]. The
AL index itself depends on the particular station that sees the
largest current with respect to the auroral current system,
and thus similar auroral currents can produce dissimilar
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Figure 8. Comparison of the modeled AL minus its 13-point running average versus the AL index

minus its 13-point running average for 1995.

values of AL depending on the relative location of that
station.

[2] However, these are technical matters that could be
corrected, in principal, with better auroral and solar wind
data. More fundamental is the timing and magnitude of
particular substorms that affect the AL index. There is an
extensive literature on this subject already [e.g., Rostoker et
al., 1980; Weimer, 1994; Kamide and Kokubun, 1995;
Weimer, 1995; Rostoker, 2002; Sharma et al., 2003], and
it is not the point of this paper to dwell on this but only to
point out that this is probably the main cause of error in the
10-min AL index prediction.

[63] There is also error associated with the model param-
eters. The model parameters were found by minimizing the
RMS error of the 10-min model results versus the 10-min
averaged provisional AL index for 1995. Because the
parameters are based on a limited amount of data and
because of a certain randomness in the AL index, there is
some error in the parameters compared to what one would

expect given an infinite amount of data. We have not
analyzed these errors in detail. Possibly the best way to analyze
such errors would be to wait for more and better AL index
data. Since late 1994, we have had almost continuous solar
wind data. Unfortunately, the AL data are either provisional
(1995) or, for later years, “quick look” [Takahashi et al.,
2004].

3.2. Out of Sample Comparison

[64] For the period 1997 through November 2001, the
quick-look AL data have been available in digital form. We
have used these data to test the model. Because the model is
fit to the year 1995, we would expect it to behave slightly
worse with respect to other years. In addition, the quick-
look AL data are based on a limited number of stations.
Instead of 12 stations, the quick-look AL for the years 1997
and 1998 is based on, at most, eight stations and often
fewer, and the quick-look AL for the years 1999-2001 is
based on, at most, nine stations but usually fewer. In
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Figure 9. Thirteen-point averaged power of the Fast Fourier Transform from the modeled AL (lower
curve) and the AL index (upper curve). The model has a much smaller response at higher frequencies
corresponding to periods of shorter than two hours (0.14 mHz) and has practically no response for
periods shorter than 36 min but has a response similar to the AL index for longer periods.
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Table 1. A Summary of the Model Results Applied for 1997-2001*

Correlation Adjusted RMS Error

Year Coefficient PE Adjustment PE (AL,), nT
1995 0.85 0.723 N/A N/A 87.9
1997-2001 0.795 0.524 AL, =0.735 * AL — 12.2 0.631 88.0
1997 0.826 0.658 AL, = 0.909 * AL + 7.19 0.682 70.0
1998 0.823 0.632 AL, =0.812 * 4L — 11.0 0.677 86.8
1999 0.798 0.544 AL, = 0.769 * AL — 5.43 0.637 89.3
2000 0.785 0.431 AL, = 0.683 * AL — 13.8 0.616 93.5
2001 0.766 0.342 AL, = 0.621 * AL — 28.8 0.587 91.9

“See text for detailed explanation.

addition, the data have substantial noise. There are spikes in
the data as large as the order of 10,000 nT. We have visually
inspected the quick-look data and interpolated the most
obvious noisy data. This affected about 250 10-min inter-
vals over the 5 years 1997-2001. Not all the noise was
removed, and especially during disturbed periods, such
noisy intervals can be difficult to detect. Nevertheless, we
believe the remaining noise is not a significant factor; that
is, it has substantially a <1% effect on the correlation
coefficient or the prediction efficiency. The fewer number
of reporting stations has a larger effect [Takahashi et al.,
2004]. Because AL is simply the magnitude of the variation
of the H component of the magnetic field of the station with
the largest negative magnitude, an AL index based on fewer
stations will, at any one time, either be equal to what the
12-station AL would have been or be more positive; that is,
it will have a smaller magnitude except for the rare cases
when AL itself is actually positive.

[6s] For the years 1997—-2001, we found that our model
gave a correlation coefficient of 0.795, a PE of 0.524, and
an RMS error of 88.0 nT. We also examined the model’s
prediction for each year separately. This is summarized in
Table 1. As expected, because the quick-look AL should
have a smaller magnitude than the normal AL, the model
overpredicts the magnitude of the quick-look AL. Thus we
found we could get a better PE by making a simple linear
adjustment to the predicted AL. This is shown in Table 1 as
the “Adjustment.” Such a linear adjustment does not affect
the correlation coefficient but improves the PE and also
gives an indication of how much less the quick-look
magnitude may be because of its fewer stations. The overall
RMS error for the years 1997—2001 is nearly the same as
for 1995 (88.0 versus 87.9 nT) despite a lower correlation
coefficient because auroral activity was at an above average
level in 1995 because of recurrent high-speed, solar wind
streams that occur during the declining phase of the solar
cycle [Li et al., 2001b] and because the RMS error scales
approximately with auroral activity. Such adjustments, of
course, should not be made when using the model as an
indicator of real auroral activity.

[66] Looking at the individual years in Table 1 gives
additional insight into the errors of our model. For the
years 1997 and 1998, the correlation is good considering
that we are using only quick-look AL data, but the
correlation becomes progressively worse for later years.
Examination of the data in more detail reveals that the
additional error in the later years is due to very large errors
during a few very large magnetic storms. While 1995 was
active, it did not have the very large magnetic storms that
occur near the maximum of the solar cycle. Typically,

during the latter part of large magnetic storms, the model
overpredicts the magnitude of AL. An example of such
large errors is shown in Figure 10 for the 11 April 2001
magnetic storm (Dst = —271 nT). The overprediction of the
quick-look AL could be due to the fact that the quick-look
AL missed some of the auroral activity because of the
limited number of stations (in Figure 10, the first 2 days are
based on eight reporting stations, and the second 2 days are
based on nine). However, the systematic behavior of this
error suggests a more fundamental cause: It is likely that
for large storms, the auroral oval expands equatorward of
the reporting stations, though this requires further investi-
gation. The systematic behavior of the error also suggests
that the model can likely be improved for large magnetic
storms, though at this time, we hesitate to do this on the
basis of the quick-look data.

[67] For very large, long-lasting, solar wind drivers such
as can occur during large magnetic storms, the model has
some unfortunate features. As described in equation (14),
the driver saturates, which can lead to a too small initial
increase in the magnitude of the predicted AL. Later,
because the solar wind driver is saturated, changes in the
solar wind, as long as those changes still leave the driver
saturated, are not reflected in the predicted AL. Under such
conditions, the predicted AL oscillates around a large
negative value because of the feedback provided by the
time delayed terms in equation (11). This can lead to large
errors since such oscillations may not necessarily be in
phase with the oscillations in the measured AL.

3.3. Comparison With Previous Models

[68] Techniques for modeling and predicting geospace
plasma phenomena including the AL index have recently
been reviewed by Vassiliadis [2006]. The auroral indices
and auroral activity have been intensively investigated.
Nevertheless, it is difficult to find another model that can
be applied to the same solar wind data set to compare
directly with our model. Some models report predictions of
the AE rather than the AL index, show comparisons for only
short intervals, are more interested in the statistical proper-
ties of the auroral indices rather than in prediction, use
different time resolution, or are just not explicit enough to
be applied. A common problem has been the use of Ey (i.c.,
Vx * bz) as the sole solar wind driver.

[69] Some of the best predictions of the auroral indices
have come from neural network models [Gleisner and
Lundstedt, 1997, 2001; Gavrishchaka and Ganguli, 2001].
Gleisner and Lundstedt [1997] used solar wind density,
velocity, and magnetic field as separate inputs into a neural
network model to predict AE for the so-called “Bargatze”
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data set [Bargatze et al., 1985] which has been widely used
in the modeling of AE. Their best correlation coefficient was
almost 0.87. When using a single coupling function as an
input to their model, they found that n%3 * 2 * bz worked
best and gave a correlation coefficient of about 0.84. We
note that the large power dependence on the solar wind
velocity relative to bz is similar to our result. AE is the
difference between AU and AL (but essentially the sum of
the magnitudes) and thus larger and so may be relatively
easier to predict than 4L. However, neural network models
do not have an explicit formulation that is publicly available
that can be used for direct comparison with other data.
Gleisner and Lundstedt also reviewed previous results. They
noted that the best results (correlation coefficient ~0.92 for
AE) were reported by Goertz et al. [1993] but only for a
limited and filtered set of data. Vassiliadis et al. [1995] used
a nonlinear filter method to predict AL for the Bargatze data
set with correlation coefficient of the order of 0.8, but this
study did not provide a specific algorithm that can be
applied for predictions.

[70] On short timescales, the AL index is not very
predictable as we and others have shown. Partly because
of this, much emphasis has been placed lately on the
statistical properties of magnetosphere turbulence as
reflected in the auroral indices and the possible implication
of this turbulence on the nonlinear dynamics of magneto-
sphere [e.g., Hnat et al., 2005] rather than on actual
predictions of the auroral indices.

[71] Our method can be easily adapted for real-time
predictions of auroral activity and can be used as a bench-
mark against which other methods can be measured.

3.4. Comparison of AL and Dst

[72] This work is partly a continuation of previous efforts
to predict Dst index [Temerin and Li, 2002; 2006]. The solar
wind driver for Dst and AL is the same, but the indices have
substantially different appearances. The AL index can easily
have a large response (~—1000 nT) to short timescale
variations in the solar wind that barely affect the Dst index.
Because of the fast decay of the AL index and the saturation
of its driver term, long periods of intense southward IMF do
not build up the AL index the way they do the Dst index
(e.g., see Figure 1, around day 117). Because of this large
and quick response of the AL index and because the timing
of such large responses (i.e., substorms) is not exactly
predictable, the AL index is also not as well predicted as
the Dst index.

4. Summary and Conclusions

[73] We developed two empirical models to predict the
10-min resolution 4L index using solar wind data for 1995.
The prediction efficiency for a whole year for the complex
model was 0.723, with a RMS error of 87.9 nT and a linear
correlation coefficient of 0.850. A simpler model gave a
prediction efficiency of 0.644, a RMS error of 99.6 nT, and
a linear correlation coefficient of 0.803 and showed clearly
the dependence of the AL index on solar wind parameters.
The complex model predicts well the longer time-averaged
behavior of the AL index but does not predict well the AL
index on the scale of substorms, though the average effect
of substorms is well predicted.
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[74] Both models demonstrate which parameters in the
solar wind are important in controlling the AL index. As is
well known, the IMF and its direction mostly control
magnetospheric activity, but the models indicate that solar
wind velocity is more important than is usually assumed,
while the solar wind density plays a negligible role for the
AL index. The complex model also shows the relative
importance of the equinoctial effect which enhances mag-
netospheric activity around the times of the equinoxes and
the average diurnal and annual variations which are rela-
tively small. In comparison with the Ds¢ index, saturation
effects and large decay rates prevent large events in the solar
wind, such as long periods of intense southward IMF, from
having a correspondingly large effect on the AL index.
Timescales for decay of the AL index are less than an hour
and decrease with the amplitude of AL. The AL index can
easily have a large response (~—1000 nT) to short time-
scale variations in the solar wind that barely affect the Ds?
index. Our model can be used to understand better physical
processes associated with auroral dynamics and for space-
weather applications.
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