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[1] Using recently published electron phase space densities (PSD) as a function of L* (L*
is approximately the radial distance in Earth radii at the equator) and time, energization
and loss in the Earth’s outer electron radiation belt were studied quantitatively and
numerically using a radial diffusion model that included finite electron lifetimes and an
internal source parameterized as a function of geomagnetic indices. We used PSD data
at fixed values of the first and second adiabatic invariants, corresponding to electrons
mirroring near the Earth’s equator with an energy of �2.7 MeV at L* = 4. Model results
for the second half of 2002 reproduced the average variations of the radiation belt
electron PSD between L* = 2.5 and L* = 6 but with overprediction and underprediction at
different times, implying that the same set of parameters cannot be applied to all storms. A
detailed analysis of four individual storms showed that while electrons in three storms
could be well simulated by energization from either radial diffusion only or internal
heating only, incorporating both yielded the best results. For the other storm, an additional
source of electrons was required to account for the enhanced PSD. The model results
indicated that each storm is best simulated when a combination of radial diffusion and
internal heating is used. Different storms required different magnitudes of radial
diffusion and internal heating, and the relative contributions of these two acceleration
mechanisms varied from storm to storm. A comparison of the results from different runs
for the four storms and an analysis of the radial diffusion coefficients further suggest
that internal heating contributes more to the enhancement of 2.7 MeV electrons at
L* = 4 than radial diffusion.
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1. Introduction

[2] Outer radiation belt MeV electron fluxes vary greatly
during geomagnetic storms [e.g., Baker and Kanekal,
2008]. How such electrons are accelerated is not only
interesting scientifically but also practically since MeV
electrons can damage spacecraft electronics and astronauts
[e.g., Baker et al., 1998; Baker, 2001; Fennell et al., 2001].
There is now some controversy as to the mechanism mainly
responsible for the acceleration of outer radiation belt
electrons. For some time the acceleration mechanism was
mainly thought to be radial diffusion [Fälthammar, 1965;
Schulz and Lanzerotti, 1974; Brautigam and Albert, 2000;
Li et al., 2001; Barker et al., 2005], which conserves the
first adiabatic invariant (m) and is due to large-scale fluctu-
ations in the magnetosphere’s magnetic and electric fields
acting on a preexisting positive radial gradient in the phase
space densities (PSD). Recent data have shown, however,
that the PSD can peak as a function of radius inside

geosynchronous orbit [Selesnick and Blake, 2000; Green
and Kivelson, 2004, Iles et al., 2006]. Since such peaks
cannot be explained by radial diffusion, a greater emphasis
has recently been placed on the in situ acceleration of
electrons by wave-particle interactions, which violates m
[Horne and Thorne, 1998; Summers et al., 1998; Meredith
et al., 2002; Horne et al., 2005a, 2005b] as a mechanism for
explaining the outer electron radiation belt enhancement.
The relative contribution from these two competing mech-
anisms has not been clear due to the lack of PSD data with
appropriate temporal and spatial coverage, and the simulta-
neous occurrence of energization and loss. Some recent
modeling works that include both radial diffusion and local
acceleration have been developed. For example, Varotsou et
al. [2005] and Fok et al. [2008] simulated the electron
dynamics in the outer radiation belt by combining radial
diffusion and wave acceleration due to whistler mode chorus
waves, and they concluded that in situ acceleration by
whistler mode chorus followed by inward and outward radial
diffusion can populate the entire outer radiation belt at high
energies. However, uncertainties still exist in the quantifica-
tion of the radial diffusion coefficient and the bounce-
averaged pitch angle and energy diffusion coefficients.
[3] Loss of outer radiation belt electrons is believed to be

mainly due to wave-particle interactions precipitating elec-
trons into upper atmosphere, though outward radial diffusion
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can also produce loss [e.g., Reeves et al., 1998; Shprits et al.,
2006]. Electromagnetic ion cyclotron (EMIC) [Summers and
Thorne, 2003;Meredith et al., 2003a; Loto’aniu et al., 2006],
chorus [O’Brien et al., 2004; Thorne et al., 2005; Shprits et
al., 2007] and plasmaspheric hiss [Abel and Thorne, 1998;
Meredith et al., 2006, 2007] waves can precipitate electrons.
However, because of the lack of adequate observation of
the waves and a clear picture of the pitch angle distribution
of electrons around the loss cone, the wave precipitation
processes and the associated loss rates are still not well
understood.
[4] Chen et al. [2006] have recently published electron

PSD data at fixed first and second adiabatic invariants (m
and K) using flux and field measurements from multiple
satellites. Figure 1a is an example showing the PSD as a
function of L* and time (L* = 2pk/(fRE), where f is the
third adiabatic invariant, k is Earth’s magnetic moment and
RE is the Earth radius [Roederer, 1970]). This L* is
sometimes referred to as Roederer L. By tracing the tem-
poral evolution of the PSD radial distribution for the storm
starting on 16 October 2002, Chen et al. [2007] concluded
that the radial peak in the PSD at geosynchronous orbit was
caused by in situ acceleration. Furthermore, on the basis of
2 years of PSD data, they found that electron PSD peaks
near L* = 5–6 are common and suggested that in situ
heating is likely the dominant acceleration mechanism for
energetic electrons in the radiation belt. However, since the
outer radiation belt dynamics are caused by a combination
of the simultaneous acceleration, transport and loss pro-
cesses, only by using realistic physics-based models, can we
examine the distinct role of single processes and investigate
their effect in combination.
[5] In this report, we compare electron PSD data from

Chen et al. [2007] with a time-dependent radial diffusion
model including finite electron lifetimes, with and without
an in situ heating term, and also with a model having only in
situ heating and finite electron lifetimes but without radial
diffusion, to study electron acceleration mechanisms both
on average and during individual storms.

2. Model Description

[6] Our model uses the Fokker-Planck equation [Schulz
and Lanzerotti, 1974]:

@f

@t
¼ L2

@

@L

DLL

L2
@f

@L

� �
� f

t
þ S ð1Þ

where L is L* here but we drop the asterisk here and for the
rest of the equations in this paper, f(L, t) is the gyro, bounce
and drift phase-averaged PSD at fixed m and K, DLL, the
radial diffusion coefficient, t, the electron lifetime, and S,
the heating rate. For given DLL, t and S, this equation can be
solved numerically for f(L, t) using, for example, the Crank-
Nicolson method as is done here. In our model, we
introduce simplified functional descriptions of acceleration,
transport and loss with free parameters in those functions.
Then we perform a least squares fit to these free parameters
using the geosynchronous satellite data near L* = 6 as a
boundary condition to optimize the fit of the GPS PSD data
near L* = 4. On the basis of the comparison of the numerical

magnitude of different terms and the quality of fit, we find
which processes dominate during different events.
[7] For the diffusion coefficient, in order to compare with

other colleagues’ work, we adopt the widely used empirical
form [Shprits et al., 2005, 2006; Kondrashov et al., 2007]
DLL(Kp) = 10(0.506Kp � 9.325)L10 (Kp is an index, measuring
magnetic activity) from Brautigam and Albert’s [2000]
magnetic diffusion coefficient DLL

M , since the magnetic
diffusion coefficient is substantially larger than the electric
diffusion coefficient. Their application of DLL(Kp) to model
relatively low-energy electrons (E < 1 MeV) agreed well
with the data. However, for higher-energy electrons (E >
1 MeV), their model underproduced the PSD throughout the
recovery phase, indicative of an internal source or possible
errors in DLL(Kp). Since the diffusion coefficient is, in
principle, related to the global mode structure and power
spectral density of the stochastic fluctuating field at elec-
trons’ drift frequency and its harmonics [e.g., Fälthammar,
1965; Fei et al., 2006], which are difficult to determine, the
form DLL(Kp) is only approximate. Until better information
exists, the strength of radial diffusion is therefore adjusted
by using a free parameter, A:

DLL ¼ A� 10 0:506Kp�9:325ð ÞL10 ð2Þ

where A and DLL are in units of (RE)
2 d�1.

[8] The electron lifetime, t, varies with magnetic activity
and location and also requires careful consideration. An
explicit loss term due to electron drift to the magnetopause
is unnecessary in our model since the PSD at L* = 6, our
outer boundary, was well defined. The variation of Roederer
L (L*) with respect to the actual radial distance already
incorporates or rather removes the Dst effect [Li et al., 1997;
Kim and Chan, 1997] from the PSD data, allowing us to
focus on nonadiabatic losses due to wave-particle interac-
tions. Summers et al. [2007] derived the loss timescale for
the radiation belt electrons due to the combined loss effect
from chorus, plasmaspheric hiss, and EMIC waves. And for
calculating the pitch angle diffusion coefficient, they made
some detailed assumptions on the related wave and back-
ground plasma properties. However, this report is the first
attempt to empirically parameterize the electron lifetime
incorporating the expected loss effects from three different
waves that interact with electrons in different regions of the
magnetosphere: outside the plasmasphere, inside the plas-
masphere, and near the plasmapause. We calculate loss rates
separately for these regions and the plasmapause is taken to
be a dynamic boundary given by the empirical model of
O’Brien and Moldwin [2003]:

LPP ¼ �1:57 log10 Dst*
��� ���þ 6:3 ð3Þ

where LPP is the plasmapause location from the center of the
Earth in earth radii and Dst* is the minimum value of Dst
during the previous 24 h. Then the three regions are defined
as L � LPP + DL1, outside the plasmasphere; LPP � DL1 <
L < LPP + DL1, near the plasmapause and L 	 LPP, inside
the plasmasphere, where DL1 provides a finite width of the
effective region for the wave population acting close to the
plasmapause.
[9] Outside the plasmasphere (L� LPP +DL1) we consider

chorus waves. Shprits et al. [2007] has parameterized the
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loss timescale of radiation belt electrons due to chorus waves
as a function of the geomagnetic index, AE:

tChorus ¼ 4:8� 104B�2
w L�1E2; ð4Þ

with

B2
w ¼ 2� 101:7þ2:3�10�3AE*pT2; ð5Þ

where tChorus is the electron lifetime in days, Bw, the total
wave amplitude in pT, E, the kinetic energy of the electrons
in MeV, and AE*, the maximum value of the AE index
during the previous 3 h. For electrons mirroring near the
equator and for a given m in MeV G�1, energy, E, can be
expressed as a function of dipole L, which is approximated
as L* in our model, and then the loss timescale is
approximated as

tChorus ¼C � 2:4� 102:3�2:3�10�3AE*


 L�1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:5122 þ 0:307mL�3

q
� 0:512

� �2

days ð6Þ

C is introduced as a free parameter to adjust the lifetime
outside the plasmasphere and compensate for the un-
certainties in equation (4). For C = 1, AE* = 900 nT,

m = 2083 MeV G�1 (as in our case), tChorus � 1.1 days at
L* = 6 and �7.4 days at L* = 4.
[10] Losses inside the plasmasphere are mainly caused by

resonance with plasmaspheric hiss on timescales on the
order of 10 days, and scale with geomagnetic activity [Abel
and Thorne, 1998; Meredith et al., 2004]. Since there is no
well-parameterized form of electron loss timescale due to
plasmaspheric hiss and since the electron lifetime inside the
plasmasphere is not critical for our current model because
the PSD data we use are for electrons at L* � 4, which stay
mostly outside the plasmasphere, we set the electron life-
time, for simplicity, inside the plasmasphere uniformly as:

thiss ¼ 10 days: ð7Þ

[11] EMIC waves may cause rapid dropouts of relativistic
electrons on timescale of hours during storms [Meredith et
al., 2003a; Albert, 2003] and may be preferentially gener-
ated near the plasmapause where the ring current overlaps
the cold dense plasmasphere [Fraser and Nguyen, 2001].
Therefore we assume that the EMIC-active region is close
to the plasmapause. Recently, Engebretson et al. [2008]
noted that there is yet little ground-based evidence for the
occurrence of EMIC waves during the storm main phase.
Although this could perhaps be explained by the failure of

Figure 1. (a) Phase space densities (PSD) data for m = 2083 MeV G�1 and K = 0.03G1/2RE from day of
year (DOY) 196 to 365 of 2002. PSD is in units of (c MeV�1 cm�1)3. The data between L* = 6 and 8 are
shaded for better comparison with Figures 1b and 1c. Gray areas correspond to data gaps in the PSD at L* =
6 (outer boundary of the model). (b) Model results with radial diffusion, internal heating and losses. The
white curve shows the plasmapause location. (c) PSD comparison between data (black curve) and model
results (from Figure 1b, red curve) at L* = 4 ± 0.2. (d)Dst data with all 12 stormsmarked (green vertical line,
the storm start; blue vertical line, the storm end; red dotted line, the turned-on time for internal heating,
which is given by equation (10).)
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EMIC waves to propagate from space to the ground, it
remains controversial whether EMIC waves are the domi-
nant loss process for the outer radiation belt electrons during
magnetic storms. However, fast electron precipitation dur-
ing the storm main phase is observed [Iles et al., 2002;
Selesnick, 2006], indicating that some intense wave activity
must be present to account for the strong pitch angle
diffusion of electrons. This is consistent with the often
observed sudden dropouts of PSD data at L* = 4 at specific
times when Dst falls below a certain value (see the black
curve in Figure 1c and the black sporadic data curve in
Figure 2a (left)). Since our paper is not aiming to identify

the role of possible loss mechanisms, we simply simulate
the observed fast loss to the first-order approximation with a
free parameter. We also introduce the critical Dst parameter,
Dstcri, which effectively determines when significant losses

take effect. This is an important assumption in our model.
Then, when Dst < Dstcri, we parameterize the electron
lifetime close to the plasmapause separately, scaling with
the storm index, Dst:

tfastLoss ¼ t0=
Dst

�50 nT

� �
ð8Þ

where t0 is a free parameter to adjust for this fast loss
during the storm main phase and to compensate for the
uncertainty introduced by this simplified loss term.
[12] Thus, the final form for the electron lifetime in our

model is

L � LPP:t ¼ C � 2:4� 102:3�2:3�10�3AE*L�1
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:5122 þ 0:307�L�3

p
� 0:512

� �2

days

L < LPP:t ¼ 10 days when Dst < Dstcri; t ¼ t0= Dst=� 50 nT at LPP �DL1 < L < LPP þDL1Þð

(
ð9Þ

[13] Now we specify the heating term. Meredith et al.
[2002] suggested that electron acceleration occurs in the
presence of enhanced chorus waves, mostly during storm
recovery phases containing prolonged substorm activity.

Figure 2. Comparison between PSD data and model results at L* = 4 ± 0.2 for two storms, 1 and 2.
(left) Storm 1 from DOY 213/2002 to DOY 219/2002. In Figures 2a (left)–2c (left), black curves are PSD
data, solid blue lines are model results. In Figure 2a (left) (RD only + Loss), dotted red line is RD(A = 1) +
Loss; solid blue line is RDenh(A > 1) + Loss. Figure 2b (left) is model results with RDenh + Source + Loss;
Figure 2c (left) is Source only + Loss. The Dst and AE* time profiles are plotted in Figures 2d and 2e.
(right) Storm 2 from DOY 230/2002 to DOY 237/2002 with the same configuration. The V and inverted
V shapes (explicit in squared zoom-in regions in Figure 2b (left) and Figure 2b (right)) indicate the radial
gradient of the PSD (V shape, positive gradient; inverted V, negative gradient).

A02217 TU ET AL.: RADIATION BELT ELECTRON DYNAMICS

4 of 12

A02217



Since acceleration is most efficient just outside the plasma-
pause [Horne et al., 2005b], we add a heating term during
the storm recovery phase (from 4 h after the minimum of
Dst until the end of a storm) just outside the plasmapause.
(A storm is identified when Dst falls below �50 nT. After
acquiring the local minimum Dst point, the storm interval
for our modeling purposes is defined as: starting point: 1
day before the first zero Dst point before the local minimum
Dst; end point: the recovery of Dst to zero. Dst dips more
than 3 days apart during one storm interval are counted as
separate storms, with the end of one storm defined as the
next Dst peak, which is also the start of the next storm.)
According to the model results of Shprits et al. [2007],
chorus wave amplitudes can be parameterized as a function
of AE* as in equation (5), which can be used to specify our
internal source term. But the parameterization for the chorus
amplitudes in equation (5) is based on the wave observation
of dayside chorus (0600–1500 magnetic local time (MLT))
at latitudes between 20� and 30� that was specifically
constructed to estimate loss rates [Shprits et al., 2007],
and local heating is expected to be more efficiently excited
by equatorial nightside chorus [Li et al., 2007]. However,
Meredith et al. [2003b] suggested that the intensity of off-
equator chorus waves in the predawn sector is qualitatively
comparable to that of near-equator chorus in the morning
sector based on spacecraft measurements. And Meredith et
al. [2003c] also showed that relativistic electron flux
enhancements were correlated with increased magnetic
activity as monitored by the AE index. Therefore, because
of the uncertainties in the wave parameterization caused by
inadequate wave observations with decent spatial and tem-
poral coverage and resolutions, current unavailability of the
parameterization for nightside chorus intensity, and the fact
that our model simulated the gyro, bounce and drift phase-
averaged PSD (the wave heating by chorus both on the
dayside and nightside needs to be drift phase (or MLT)
averaged), we still define our source term as proportional to
the wave amplitude in equation (5) and as a function of AE
index:

S ¼ S0 � B2
w ¼ S0 � 2� 101:7þ2:3�10�3AE* LPP < L < LPP þDL2ð Þ

0 other L regionsð Þ



ð10Þ

where S0 is the scaling factor of the magnitude of the
internal source, which is also used to compensate for the
uncertainties in the source term, and DL2 defines a finite
region of local heating.
[14] To summarize, the free parameters in our model are:

A, the scaling factor for the diffusion rate; Dstcri, the Dst
based critical parameter; C, the chorus scaling factor; t0, the
EMIC scaling factor; DL1, the effective width for EMIC
wave measured in Earth radii; S0, the internal source rate
scaling factor in (c MeV�1 cm�1)3 d�1 since PSD is in (c
MeV�1 cm�1)3 and DL2, the width of internal heating in
Earth radii.
[15] Using this model we simulated the PSD variation

between L* = 2.5 and L* = 6. We compared the logarithm of
the model results and the PSD data around L* = 4. The
model performance was measured by the prediction effi-
ciency (PE) [Li et al., 2001] and the linear correlation

coefficient (LC) (alternatively, the covariance of the two
vectors) over the defined interval. Specifically, PE is
defined as

PE ¼ 1�mean square residual

variance of data
¼ 1�

Pn
i di � pið Þ2Pn
i di � �d
� 2 ;

where di and pi are the data and model results, respectively,
and �d is the mean of all di (PE = 0: model results are as good
as the averaged data, pi = �d; PE > 0: the model is better than
reproducing the average and PE = 1: perfect modeling).
Since we actually compared with the PSD data over L* = 4 ±
0.2 (and assumed they are at L* = 4) to include enough
statistics without being too wide, our model results were also
averaged over L* = 4 ± 0.2.
[16] One thing we would like to clarify is that our model

approach is different from the wave study approach of using
energy and pitch angle diffusion to study the outer radiation
belt dynamics [e.g., Shprits et al., 2007; Li et al., 2007].
They are complementary approaches, both of which have to
assume parameters. For example, the Li et al. [2007] work
assumes the spectral distribution of the wave power, the
ratio of plasma frequency to electron gyrofrequency (fpe/fce),
the distribution of wave normal angles, local time content
etc, but then uses the full Fokker-Planck solution. But our
model, based on parameter fitting, approximates the effects
of energy and pitch angle diffusion without explicitly using
these diffusion coefficients. An advantage, however, is that
it can estimate the effects of many simultaneous processes
as shown in section 3.

3. Model Results

[17] The model was run between L* = 2.5 and L* = 6,
with m = 2083 MeV G�1 (corresponding to E � 1.3 MeV at
L* = 6 and 2.7 MeV at L* = 4) and K = 0.03G1/2 RE

(equatorial pitch angle near 90�) from 15 July 2002 to 31
December 2002. The PSD at the inner boundary was fixed

at f(L = 2.5) = 10�15 (c MeV�1 cm�1)3 to denote the low
flux in the slot region. The outer boundary was set to the
PSD data averaged over 5.5 < L* < 6.5 with a time
resolution of 10 min (Here the PSD gradient over L* is
less steep than near L* = 4 based on the data in Figure 1a
and so we can average over a wider L*.) We interpolated
across data gaps. For the initial condition we interpolated
across L* using the available PSD data at L* = 6 (from
LANL satellites) and L* = 4 (from GPS satellites).
[18] We first ran the model for the whole second half of

2002. There were 12 storms during this period based on the
storm definition in the previous section, which are marked
in Figure 1d (Dst profile, green vertical line denotes the start
of a storm; blue vertical line denotes the end). The heating
turn-on time for each storm (4 h after the minimum Dst) is
indicated by the vertical red dotted line. The heating lasts
until the end of the storm. After adjusting all the parameters,

ð10Þ
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the maximum PE for the long-term run was 0.477. The
corresponding parameter values are shown in Table 1. The
model results are illustrated in Figure 1b and the compar-
ison between the model results and the PSD data at L* = 4 is
depicted in Figure 1c. Vertical gray areas in Figure 1 are
gaps in the PSD data at L* = 6 (the outer boundary of our
model) where we interpolated to get the boundary values,
during which (and sometime beyond) the model results are
not valid. Worth mentioning is that DL2, the width of the
local heating region, was 2.75 (see Table 1), indicating that
local heating was needed almost across the entire region
from the plasmapause (illustrated by the white curve in
Figure 1b) to the outer boundary (L* = 6). Overall, the
model fairly well captured the general PSD variations, but
with overprediction and underprediction at different times.
[19] From Figure 1c it is clear that the model does not

simulate correctly some of the PSD dropouts at L* = 4 (e.g.,
the PSD dropout in storm 5, around day of year (DOY)
274). One possibility is that the Dst effect was not totally
removed from the PSD data for such times. Although, the
variation of L* for the PSD data should have incorporated
the Dst effect, possible errors from imperfect magnetic field
models or poor assumptions of particle pitch angle distri-
butions could still have created some Dst effect, especially
near L* = 4 where the PSD has a steep gradient. Another
possibility lies in an error in LPP (equation (3)), the
plasmapause location from the center of the Earth. This
dynamic boundary defines the three loss regions. However,
our model uses the Roederer L coordinate and we take LPP
to be Roederer L. This approximation may lead to incorrect
losses in our model and may degrade the model perfor-
mance. The most important influence of LPP is on the
EMIC-loss region (LPP � DL1 < L < LPP + DL1), which
creates the fast loss of electrons. Because of the possible
errors of LPP, the turn-on of fast EMIC loss near the
plasmapause with the same value of DL1 can locally lead
to a poorer performance of our model. In individual storm
studies we can compensate for the offset of the estimated
LPP since for each storm we can use a different DL1 value.
[20] The model sometimes also underpredicted the PSD

at L* = 4. For example, during the recovery phases of storm
7 (around DOY 298), the modeled PSD was less than the
PSD data with the internal heating turned on, which means
the modeled internal source was not strong enough. The

simulation can be improved by increasing S0, the internal
source scaling factor, during such storms. On the other
hand, for example during the interval between storm 4 and
storm 5, when there is no internal heating, the model
underpredicted the PSD at L* = 4 possibly because the
model radial diffusion was not strong enough during that
time. By increasing A, the diffusion rate scaling factor, the
results can be improved. Thus, the same set of parameters
could not be applied to all storms and the relative contri-
bution of radial diffusion and internal heating seemed to
vary from storm to storm.
[21] On the basis of the above analysis of the long-term

run, we realized that a simulation of individual storms
would be interesting. Therefore, we simulated individually
four storms in the second half of 2002: storms 1, 2, 4, and 7.
We choose these storms because they lasted long enough
(�6 days) to include sufficient data; there were no large data
gaps at the outer boundary; and the PSD was enhanced after
the storm. First, in order to investigate the relative contri-
bution from radial diffusion, internal heating and loss, we
modeled each storm without the heating term (S0 = 0). Such a
model shows the behavior of the electron population at L* < 6
from just radial diffusion and loss. Two such runs were
done. For the first run, A, the diffusion scaling factor, was
set to one in equation (2) and the other parameters were
adjusted. For the second run, A was made adjustable. The
results of these two runs indicate how well these storms can
be simulated by only radial diffusion and losses. Then the
heating term was included to investigate the significance of
internal heating. Finally, we reduced radial diffusion to zero
(A = 0) and simulated the storms with only an internal
source plus loss.
[22] For each run all adjustable parameters were deter-

mined by maximizing the PE. The optimum values are
shown in Tables 2 to 5. The corresponding PEs and LCs are
also shown together with Save (unit (c MeV�1 cm)3 d�1)),
the average heating rate outside the plasmapause over the
heating period (between the red dotted line and blue solid
line of corresponding storm in Figure 1d) since the internal
source S varies as a function of AE*. Comparing the param-
eters across all the runs, we found that the chorus loss scal-
ing parameter, C, was sometimes 1000 or essentially infinite
lifetime or no loss from chorus. Now we discuss the model
results for storms 1 and 2 in detail.

Table 1. Optimum Parameter Values and Corresponding PE and LC for the Half-Year Run

A
Dstcri
(nT) C

t0
(days) DL1

thiss
(days) S0 � 1010 DL2 PE LC

Values 0.668 –66.8 0.1089 0.0011 0.6087 10a 0.242 2.7504 0.477 0.693
aFixed parameter.

Table 2. Optimum Parameter Values and Corresponding PE and LC for Each Run of Storm 1a

Run A
Dstcri
(nT) C

t0
(days) DL1

thiss
(days)

S0
(�1010)

Save
(�107) DL2 PE LC

R1 RD + Loss 1.0 –95.4 1000 0.0113 1.0698 10 0 - - 0.025 0.364
R2 RDenh + Loss 8.933 �46.4 0.0498 0.0049 0.5922 10 0 - - 0.856 0.960
R3 RDenh + SRC + Loss 10.583 �46.4 0.1456 0.0048 0.9549 10 1.789 3.418 0.4612 0.948 0.974
R4 SRC + Loss 0 �48.9 1000 0.0115 0.6679 10 1.078 2.060 0.6717 0.910 0.958

aNumbers in italic type are nonadjustable parameters; numbers in bold type indicate calculated values; and the rest are free parameter values. RD, radial
diffusion with A = 1; RDenh, enhanced radial diffusion with A > 1; SRC, internal source.
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[23] First, we ran our model for storm 1 without internal
heating (S0 = 0). The best modeled PSD at L* = 4 for A = 1
(the red dotted line in Figure 2a (left)) has a PE of only
0.025. A comparison with the PSD data at L* = 4 (the
sporadic black curve) shows that radial diffusion with A = 1
is not strong enough to explain the enhanced PSD, espe-
cially during the storm recovery phase. Increasing radial
diffusion (i.e., increasing A) gave the results shown as the
blue solid line in Figure 2a (left), better reproducing the
PSD data (PE = 0.856). The losses for this run were larger
than the ‘‘A = 1’’ run as indicated by the smaller C and t0
values for R2 in Table 2. Increasing A greatly improved
the simulation, indicating that a sufficient source existed at
the outer boundary and that the dynamics of electrons in the
inner magnetosphere (L* = 4) could be explained from
variations at the outer boundary (L* = 6) propagating
inward through radial diffusion. Thus radial diffusion could
be the main acceleration mechanism for this storm. This is
also consistent with the radial gradient of the PSD at L* �
4, indicated by the V shape of the PSD data (zoomed in
region in Figure 2b (left)) inferred from the passage of GPS
satellites near their minimum L*. Since the PSD data are
actually covering L* = 4 ± 0.2, considering the schematic
geometry shown in Figure 3, the V shape implies that the
PSD increases with L*, in agreement with the positive PSD
gradient required for inward radial diffusion to be effective
in increasing the PSD.
[24] Although this case could be well simulated by only

enhanced radial diffusion and losses, we cannot exclude the
possibility of significant local heating inside L* = 6 partly
compensated by larger losses, since the positive PSD
gradient at L* = 4 could also be explained by a local peak
in the PSD at larger L* but inside L* = 6, given that peaks in
the PSD in the region 5 < L* < 6 are common [Chen et al.,
2007]. Therefore, we included an internal source (the turn-
on time of the source is indicated by the red vertical line in
the Dst profile of storm 1, 4 h after minimum Dst) and
readjusted the radial diffusion and losses to obtain the best
PE. The results are shown as the blue line in Figure 2b (left)
with a PE = 0.948. A comparison of ‘‘RDenh + Loss’’ and
‘‘RDenh + Source + Loss’’ runs of this storm based on R2
and R3 values in Table 2 shows that the other loss
parameters are almost comparable except that the fast
EMIC loss region is wider in the RDenh + Source +

Loss run. Larger losses then require increased radial
diffusion (A �8.9 for R2 to A �10.6 for R3) to best
simulate the PSD variations even though internal heating
is included. Internal heating seemed to help only a little
in reproducing the PSD enhancement for this case given
the enhanced radial diffusion.
[25] It is also interesting to investigate how well the PSD

can be simulated using only internal heating and losses.
Figure 2c (left) (PE = 0.910) shows the best result with A =
0 (no radial diffusion). Though one might have expected
this run, ‘‘Source + Loss,’’ to have a larger internal source
than RDenh + Source + Loss, according to the R4 values
in Table 2, it had both smaller internal sources and losses
(C and t0 are bigger than for R3). One explanation is that
strong radial diffusion removes electrons from a heating
region close to L* = 4, thus requiring a stronger source.
Also worth mentioning is the parameter C. For the first run
PE was larger when C was larger (that is why we set C =
1000 or effectively infinite), and even better with C nega-
tive. This indicates that there was probably some in situ
heating farther outside the plasmapause for this case. In the
last run (R4 in Table 2), PE was very insensitive to C,
staying at 0.910 for C between 10 and 10,000. Since
this storm can be well reproduced either by RDenh + Loss,
RDenh + Source + Loss, or Source + Loss, we cannot
conclude which mechanism is dominant. Although either
enhanced radial diffusion (with A > 1) or internal heating
can account for the PSD at L* = 4, the results are better
when both mechanisms work together.
[26] The second example is storm 2. Again, in Figure 2a

(right) the dotted red line is the model results at L* = 4
without any in situ source and A = 1. The sporadic black line
shows the PSD data. Even with a significantly larger radial
diffusion (A = 23.218) (the blue line in Figure 2a (right)) the
model still underpredicted the PSD data during the storm
recovery phase (PE = 0.430, Table 3), indicating that there
was not a sufficient source at the outer boundary and thus an
internal source is required. With the source turned on at the
time of the red vertical line in the Dst profile, and with a
different set of parameters (R3 in Table 3), the results fit the
PSD data at L* = 4 well as shown by the blue line in
Figure 2b (right). For this run PE increased as DL2, the
width of internal heating, became wider and only stopped

Figure 3. The correspondence between the shape of the PSD data at L* � 4 and the local PSD gradient.
V shape, positive gradient; inverted V shape, negative gradient.
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increasing when DL2 reached 2.35 (probably the outer
boundary), indicating that a wide internal source is needed
for this storm. During this storm’s recovery phase the PSD
profile had "inverted V" shapes, implying a PSD peak
inside L* = 4. One can even see a change of the wedge
shapes from V to inverted V shapes (zoomed-in region in
Figure 2b (right)) indicating a temporal evolution of the
direction of PSD radial gradient from positive to negative
during the storm (see Figure 3 for illustration).
[27] Results of internal heating only plus losses are shown

in Figure 2c (right) (PE = 0.906). Again without radial
diffusion a smaller rather than a larger internal source with
smaller losses gave the optimum results. Again, a wide
internal source was needed for this run. PE increased asDL2
increased until DL2 reached 1.05. There is a simple expla-
nation for this based on the consideration that without radial
diffusion different L shells act independently. Similar to
‘‘RD + Loss’’ case of storm 1, PE was larger for larger C
and was even better for negative C, meaning that some
internal heating extended well outside the plasmapause. For
the RDenh + Source + Loss and Source + Loss cases, PE was
insensitive to the value of C.

[28] The parameter values and results for storms 4 and 7
are shown in Tables 4 and 5 and Figure 4. Both these two
storms can be well reproduced by enhanced radial diffusion
only plus some losses (the blue curves in Figures 4a (left)
and 4a (right) with PE = 0.780 and 0.876 respectively),
which agree with the successive V shapes shown in the PSD
profile during the time when PSD is increasing (zoomed-in
boxes in Figures 4b (left) and 4b (right)). With internal
sources, both cases were better simulated. For storm 4 radial
diffusion decreased (A from 3.275 to 0.143 in Table 4) but
for storm 7 it increased because of faster losses (comparing
R2 and R3 in Table 5) in order to obtain the highest PE.
Since storm 4 is a big storm with a sharp narrow Dst dip
(minimum Dst reached ��190 nT), its optimum Dstcri
value was smaller than that for the other storm; the LPP
value was smaller; and the width of fast EMIC loss region
was bigger (see Table 4). Also the Source + Loss runs could
reproduce the PSD variations in these two storms. Again,
both cases were best simulated with both radial diffusion
and internal heating acting together (RDenh + Source +
Loss). However, a comparison of A, the diffusion rate
scaling factor, and Save, the average heating rate (R3 in
Tables 4 and 5) shows that the relative contribution from the

Table 3. Same as Table 2 but for Storm 2

Run A Dstcri (nT) C t0 (days) DL1 thiss (days) S0 (�1010) Save (�107) DL2 PE LC

R1 RD + Loss 1.0 �33.9 1000 0.0503 0.4597 10 0 - - 0.172 0.757
R2 RDenh + Loss 23.218 �45.3 1000 0.0063 0.5664 10 0 - - 0.430 0.688
R3 RDenh + SRC + Loss 11.910 �42.9 0.0437 0.0417 0.6631 10 1.563 1.420 2.35 0.945 0.972
R4 SRC + Loss 0 �41.1 1000 0.0886 0.4579 10 0.549 0.499 1.05 0.906 0.952

Figure 4. Comparison between PSD data and model results at L* = 4 ± 0.2 for other two storms, 4 and
7. The configuration is the same with Figure 2.

A02217 TU ET AL.: RADIATION BELT ELECTRON DYNAMICS

8 of 12

A02217



two acceleration mechanisms was very different. Although
the loss parameters differed, with a comparable average
internal source storm 7 required much stronger radial
diffusion than storm 4.
[29] In summary, of the four storms, three could be well

reproduced either by acceleration from radial diffusion or
from internal heating only, though the best results were
achieved using both. The other storm clearly required
additional local heating to account for the enhancement of
the PSD. Different storms required different relative mag-
nitudes of radial diffusion and internal heating. Therefore,
one conclusion is that the relative contributions of radial
diffusion and internal heating responsible for the enhance-
ment of radiation belt electrons vary from storm to storm.

4. Discussion

[30] In individual storm studies we have simulated each
storm using four different runs. In one storm (storm 2) the
source term is definitely dominant but in the other three
storms both RDenh + Loss and Source + Loss give fairly
reasonable results, although the PE for Source + Loss is
bigger than the PE from RDenh + Loss for all four storms.
That means that both RDenh + Loss and Source + Loss can
account for the increase in the electrons. Thus, the study of
outer radiation belt dynamics only based on PSD data
interpretation is accompanied with some uncertainties,
which further proves the benefit of modeling efforts. And
as we discussed, the most physical case is when both radial
diffusion and internal heating are acting together, or the
RDenh + Source + Loss run. But how to decide which
acceleration mechanism contributes more? For this we need
to compare this run with the other two runs, Source + Loss
and RDenh + Loss. The results (Tables 2–5) show that from
the run Source + Loss to the run RDenh + Source + Loss, the
source term increases; while from the run RDenh + Loss to
the run RDenh + Source + Loss, the radial diffusion term
generally decreases or stays the same (except for storm 1
and that is only a small increase in A). If we consider the
value of source in the Source + Loss run as the necessary
amount of source to reproduce the electron enhancement
and the radial diffusion strength in the RDenh + Loss run as
the necessary strength of radial diffusion, the results mean
that in the RDenh + Source + Loss run there is even more
source than necessary to account for the increase in the
electrons while there is often less radial diffusion than
necessary to account for the electron enhancement. On the

basis of these, we conclude that internal source term
contributes more.
[31] Comparing results from all four storms, we found

that radial diffusion with A = 1 is never enough to reproduce
the PSD enhancement during the storm recovery phase. The
A values in RDenh + Loss runs are 8.9, 23.2, 3.3, and 7.6 for
four storms and in the RDenh + Source + Loss runs � 10.6,
11.9, 0.143, and 7.6, that is, averaging around 10, substan-
tially larger than one would have expected from the results
of Brautigam and Albert [2000]. This is interesting, since if
DLL(Kp) with A = 1 worked well in Brautigam and Albert’s
model for lower-energy electrons, for higher-energy elec-
trons the diffusion coefficient should be even smaller (A <
1) since electrons with higher energies have higher drift
frequencies and resonate with ULF waves at higher fre-
quencies which have less power. So how to reconcile the
large values of the radial diffusion coefficients? Radial
diffusion makes a connection between the boundary con-
ditions at L* = 6 and the PSD at L* = 4. But there is more
than one way to make this connection other than radial
diffusion at constant first and second adiabatic invariants.
We know that low- and high-energy electrons at L* = 6 are
well correlated (with high-energy electrons delayed with
respect to low energy [Li et al., 2005; Turner and Li, 2008]),
and the lower-energy electrons at L* = 6 can be transported
to L* = 4 faster, either by direct convection or by faster
diffusion. Such lower-energy electrons at L* = 4 can act as
source for local heating. Putting these points together gives
us a model for the connection of higher-energy electrons
between L* = 6 and L* = 4 that mimics radial diffusion but
is much faster. (Of course assuming that the real radial
diffusion is smaller makes the source term even more
dominant.) This gives a possible explanation for the large
values of radial diffusion coefficient.
[32] Now we discuss the parameter sensitivity of our

model. We varied each of the loss term tunable parameters
(Dstcri, C, t0,DL1 and tquiet) by ±20% for RDenh + Loss run
of storm 1. The PEs changed within ±0.01 with respect to
changes of all the loss-related parameters except for DL1
(PE decreased to 0.67 when DL1 changed to 0.8) and Dstcri
(PE = 0.68 when Dstcri = �38.0). DL1 is a sensitive
parameter since it defines the finite region of EMIC wave
loss whose time scale is much shorter than of the other
losses (see Table 2). The model is also sensitive to Dstcri
because it is critical to turning on the fast storm time losses.
For the same run, we also checked the sensitivity of our
model to the electron lifetime due to plasmaspheric hiss,

Table 4. Same as Table 2 but for Storm 4

Run A Dstcri (nT) C t0 (days) DL1 thiss (days) S0 (� 1010) Save (� 107) DL2 PE LC

R1 RD + Loss 1.0 �90.2 1000 0.0648 1.3358 10 0 - - 0.500 0.867
R2 RDenh + Loss 3.275 �127.4 1000 0.1527 2.7200 10 0 - - 0.780 0.885
R3 RDenh + SRC + Loss 0.143 �93.7 0.3925 0.7131 2.6002 10 1.702 4.713 0.3609 0.904 0.951
R4 SRC + Loss 0 �148.1 1000 0.4580 1.4100 10 1.056 2.924 0.4232 0.851 0.923

Table 5. Same as Table 2 but for Storm 7

Run A Dstcri (nT) C t0 (days) DL1 thiss (days) S0 (�1010) Save (�107) DL2 PE LC

R1 RD + Loss 1.0 no loss no loss no loss no loss no loss 0 - - 0.242 0.712
R2 RDenh + Loss 7.594 �66.0 1000 0.0008 0.6604 10 0 - - 0.876 0.941
R3 RDenh + SRC + Loss 7.614 �69.9 0.0258 0.0013 0.8104 10 2.265 5.936 2.0154 0.930 0.966
R4 SRC + Loss 0 �61.7 1000 0.2364 0.7533 10 0.863 2.262 0.8459 0.881 0.939

A02217 TU ET AL.: RADIATION BELT ELECTRON DYNAMICS

9 of 12

A02217



thiss, which was assumed to be 10 days. PE was very
insensitive to t1, which varied within ±0.03 when t1
changed from 1 day to 100 days, ensuring the validity of
our assumption. This is because the plasmapause is mostly
inside L* = 4, where the PE is calculated, during storms. To
consider the effect of the delay time (4 h) to turn on the
internal source after the Dst minimum, we selected the
RDenh + Source + Loss run for storm 1. The PE varied
within ±0.001 as the delay time varied from 0 to 6 h with
the highest PE for 4 h.
[33] Next we discuss the possible sources of error in-

volved in our modeling efforts. The first is from our
database: the PSD data from Chen et al. [2007]. Possible
error sources in the PSD calculation, such as the imperfect
magnetic field model and poor assumption of particle pitch
angle distribution, can lead to some uncertainties in our
conclusions. Chen et al. [2007] chose the T01s model for
PSD calculations because its statistical performance was
best during the storm times and made effort to construct
instrument intercalibration to constrain all these errors.
[34] Another possible error source is in the auxiliary

models, such as the empirical form of diffusion coefficient
from Brautigam and Albert [2000], the parameterized
electron lifetime due to chorus wave from Shprits et al.
[2007] and the estimated plasmapause location from
O’Brien and Moldwin [2003]. Inaccuracy in these models
will limit our model performance. To investigate the sensi-
tivity of our model to the performance of these auxiliary
models is an important part of our future work.
[35] Our model uses some simplified assumptions. First,

electron losses are divided into three regions, because there
are likely three different wave populations that interact with
electrons depending on the region. It is assumed that chorus
waves are most effective outside the plasmasphere, EMIC
waves dominant close to the plasmapause and plasma-
spheric hiss inside the plasmasphere. Since the properties
of EMIC waves are not yet well known, we set a free
parameter in our model (equation (8)) for the loss rate from
EMIC waves or whatever waves leading to loss of electrons
near the plasmapause. The form of plasmaspheric hiss loss
is somewhat oversimplified in the current model. However,
it does not play a significant role in our model performance
so far because of its relatively slow loss rate. Simple as the
assumption is, our loss term reasonably represents the main
wave loss processes in the radiation belt and has worked
well. The second simplified assumption is the time and
region limited internal source. Admittedly, local heating can
also happen sporadically during the storm main phase and
over extended L* regions. However, our simplified form of
the internal source is capable of representing the main
characteristics of in situ heating. Additionally, our internal
source term is parameterized proportional to the intensities
of chorus waves. Actually the magnitude of local heating
depends not only on the wave power available to heat the
electrons but also on the number of electrons available to be
accelerated, which is related to the electron distribution
function. Incorporating this physical aspect into the current
model is beyond the scope of the work to be presented here.
[36] To study the main physical processes in the inner

magnetosphere, we made some assumptions. Although
these assumptions can lead to uncertainties (for example,
during the storm main phase the state of no internal source

could also be a compromise of the added internal source and
enhanced losses), the model results can quite well capture
the time features in the PSD data decreases and increases.
Therefore, the good simulation results for the individual
storms with very high PE (Figures 2 and 4 and Tables 2–5)
self-justified the forms of wave loss and heating terms used
in our model.
[37] On the basis of the long-term study for the second

half of 2002 and the detailed study of four storm events we
see that the relative contribution of the two acceleration
mechanism for outer radiation belt electrons, radial diffu-
sion and internal heating, differs from storm to storm (also
can be seen from the variations of the free parameters in
each loss and heating term). It can be explained from the
complicated nature of the wave-particle interactions, which
besides the wave intensities depends on many factors such
as particle energy and pitch angle, the ratio fpe/fce, the
spectral distribution of the wave power, the distribution of
wave normal angles, the plasma composition and local time
content. From this sense, even a full-dimensional diffusion
codes equipped with parameterized diffusion coefficients
may not be able to accurately simulate every storm. Instead,
detailed information about above factors is needed and
obviously this is beyond our current observation capabili-
ties, and therefore the scope of this paper.
[38] Our model, though with some simplified assump-

tions, has its merit. First, instead of using a lumped electron
lifetime we tried to approximate the expected losses of
electrons from three different wave populations that interact
with the electrons in different regions. Second, local heating
is included in our model by adding an internal source term
to the radial diffusion equation.

5. Conclusions

[39] In this report we combined newly available PSD data
and our newly developed radial diffusion model to study the
acceleration of relativistic electrons in the outer radiation
belt. In our model, we parameterized the loss term by the
different wave-particle interactions dominant in different L*
regions. We added an internal source as a function of the AE
index to the radial diffusion equation to represent local
heating.
[40] We considered PSD data at given m and K,

corresponding to 2.7 MeV electrons at L* = 4 mirroring
near the Earth’s equator. The model results for the long-term
run from 15 July 2002 to 31 December 2002 reproduced the
average variations of radiation belt electrons between L* =
2.5 and L* = 6 but with overprediction and underprediction
at different times, suggesting that the same set of parameters
cannot be applied to all twelve storms in the second half of
2002. After detailed study of four individual storms, we
found that three storms could be reproduced either by radial
diffusion only with losses or by internal heating only with
losses, but including both led to the best results; while the
other storm clearly required significant local heating during
the storm recovery phase.
[41] On the basis of our model results, we conclude the

required magnitudes of radial diffusion and internal heating
and the relative contributions of these two acceleration
mechanisms responsible for the enhancement of energetic
electrons in the outer radiation belt vary from storm to
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storm. However, the reason for these differences needs
further study. After comparing the results from different
runs for four storms and analyzing the radial diffusion
coefficients, we suggest that internal heating contributes
more to the enhancements of the fairly high-energy elec-
trons at L* = 4. On the basis of our current results, it will be
interesting to model the PSD variations corresponding to a
much lower m and to investigate how the relative contribu-
tions from radial diffusion and internal heating will change.
This will be done in the future.
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