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[1] Data assimilation methods have become increasingly popular to describe the outer
radiation belt energetic electron environment. We use a Kalman filter with inputs of 1)
electron phase space density (PSD) for constant first and second adiabatic invariants,
m = 2083[MeV/G] and K = 0.03[G1/2RE] respectively, from a five satellite data set (three
LANL-GEO, one GPS, and Polar), and 2) a one-dimensional radial diffusion model with
loss and source terms included. We augment the Kalman filter to include the intensity of
local acceleration in the state vector. The output is an estimate of PSD for the radial range
of the outer radiation belt and the time-dependent amplitude parameter of a Gaussian
shaped source rate term for given location and width. To further constrain the source rate
parameters, a root mean square (RMS) analysis of the observation residual vector
(a.k.a. innovation vector) is performed in a parameter space of source location and width.
We analyze five storm periods spanning from July 30th to October 24th of 2002, and each
period’s unique solution in the location-width parameter space is assimilated with the
Kalman filter for a continuous reanalysis of the full 87 day period. The source amplitude
parameter is analyzed for insight into time periods of enhanced local heating, suppressed
loss, or, as the parameter can take negative values, additional loss. The source is found to
peak in the recovery phases of the storms where the rate is sufficient to repopulate the
radiation belt in approximately one day, suggesting that local heating is a major contributor
to the electron radiation belts during the recovery phase.
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1. Introduction

1.1. Understanding the Electron Radiation Belt

[2] The electron radiation belt, or outer Van Allen belt, is
a toroidal region in space populated by relativistic electrons.
These particles are trapped in the Earth’s magnetosphere, but
are constrained to 3 � 7 Earth radii (RE) and often have
peaks in intensity between 4 and 5 RE. The outer radiation
belt is separated from the inner radiation belt, which consists
of mostly energetic protons populating approximately 1.2 to
2.5 RE, by a region of space generally empty of energetic
particles called the slot region.
[3] The highly energetic electron environment in Earth’s

magnetosphere poses an incessant risk to spacecraft and

organic tissue alike [Baker, 2001]. Furthermore, the particles
overlap an array of commonly used spacecraft orbits, such as
low-Earth, Global Positioning System (GPS), and geosyn-
chronous (GEO). Understanding the physical processes in
this environment is not only a scientific challenge but also
critical to mitigate the risk to spacecraft and astronauts.
[4] The energetic electron environment changes continu-

ously by various complex and not well-understood pro-
cesses, such as localized heating (source), loss, and radial
transport [e.g., Li and Temerin, 2001]. For example, whistler
mode chorus waves, associated with increased geomagnetic
and substorm activity, are believed to be a major contributor
in locally accelerating 100 keV electrons to MeV energies
[e.g., Horne et al., 2007]. Recently, numerous studies have
been published on modeling the waves’ effects on the radi-
ation belts [e.g., Shprits et al., 2006; Summers et al., 2007].
The source location has been characterized [Meredith et al.,
2002, 2003a, 2003b; Santolík et al., 2005, 2009; Li et al.,
2009] to occur preferentially from approximately 4 < L < 6,
but can occur from 3 < L < 10 [Li et al., 2009].
[5] However, each individual process is difficult to quan-

tify and understand its net contribution to the state of the
system. Reeves et al. [2003] showed that geomagnetic storms
can affect the delicate balance of these processes, resulting in
a net increase or decrease of radiation belt electron fluxes, or
sometimes no change at all, if comparing the post-storm level
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with the pre-storm level. Further complication of the problem
lies in the restricted, single-point in situ measurements of
spacecraft. These measurements have limited spatial and
temporal coverage, often with large uncertainties. To address
these challenges, the radiation belt community has turned to
data assimilation to attempt to fill in the data gaps in space
and time.

1.2. Data Assimilation and Recent Applications
to Radiation Belts

[6] Data assimilation are methodologies that approxi-
mate, as accurately as possible, the true state of a system.
They do so by blending observations with dynamical models
of the system to optimally combine all available information.
Data assimilation has been used extensively where sparse
data is typical, such as applications in terrestrial weather
[Kalnay, 2003], satellite orbit determination [Tapley et al.,
2004], unmanned aerial vehicle control [Stachura and Frew,
2011], and oceanography [Evensen, 1994]. The sparse and
restricted measurements of the energetic electron environment
make data assimilation a natural approach for us to form a
global picture of the radiation environment around Earth.
[7] Data assimilation is a proven method to reconstruct

aspects of the energetic electron environment in the outer
radiation belt. One method, known as direct insertion, runs a
physics-based model while substituting the in situ observa-
tions as they become available. The model then propagates
the measurements into regions of interest that lack observa-
tions. Work by Maget et al. [2007] and Bourdarie et al.
[2005, 2009] used the Salammbô code, developed at the
Office National d’Etudes et de Recherche Aérospatiales in
Toulouse, France [Beutier and Boscher, 1995], to directly
insert PSD data in a 3D radiation belt model (see section 2.2
for discussion on radiation belt modeling). A 3D model
more accurately describes the physical dynamics of the
environment, but introduces additional challenges, such as
requiring conjunctions between satellites to determine pitch
angle distributions. On storm timescales, this limitation
hinders the 3D code from reproducing the full dynamics of
the environment and thus, 1D diffusion is a reasonable
approach despite the inherent limitations in describing sys-
tem dynamics.
[8] Another method of data assimilation is the Kalman filter

[Kalman, 1960]. An early study by Naehr and Toffoletto
[2005] showed that, for a simple one dimensional radial dif-
fusion model, an extended Kalman filter (EKF) [Jazwinski,
1970] outperforms direct insertion for a highly idealized
case. Furthermore, using an identical twin experiment
(a method of assimilating a synthesized radiation belt envi-
ronment to measure the performance of the filter), Naehr and
Toffoletto [2005], as well as others [e.g., Koller et al., 2007;
Shprits et al., 2007; Kondrashov et al., 2007] show that the
Kalman filter technique accurately reproduces the synthe-
sized electron phase space density (PSD) environment. These
studies are generally performed for simplified cases with
clearly specified dynamics, but they verify the robustness
and functionality of Kalman filters to reproduce 1D radial
diffusion.
[9] One such study was performed by Ni et al. [2009a],

who demonstrated that the Kalman filter is able to reproduce
the location and magnitude of PSD peaks and dropouts using

two independent data sets. Another example verifying the
Kalman filter’s practicality was completed by Daae et al.
[2011], who examined the Kalman filter’s robustness to
initial conditions, boundary conditions, and loss timescales.
This study explicitly demonstrates the Kalman filter tech-
nique can reproduce radiation belt dynamics regardless of
choice of initial conditions, boundary conditions, or loss
timescales. Additionally, they showed that the difference in
PSD between drastically different initial conditions is
reduced to 15% after one day, and slowly decays to zero on
the order of 14 days, quantifying the memory span of the
filter. These studies, as well as others [e.g., Ni et al., 2009b],
indicate that the Kalman filter is robust to various data,
input, and model parameters.
[10] Another data assimilation tool is the observation

residual vector, or the innovation vector, which is a measure
of the processes that exist in the measurements but are not
present in the physical model. Koller et al. [2007], Shprits
et al. [2007], and Daae et al. [2011] used the innovation
vector to infer enhancements in local acceleration and/or
loss. Shprits et al. [2012] used the innovation vector to
perform a statistical analysis and found a strong correlation
between the plasmapause and the location of an inferred
source region.
[11] Physical processes can also be estimated directly by

including model parameters in the Kalman filter’s state
vector. This allows for an estimate of, for example, source
rate or loss timescale. Kondrashov et al. [2007] included loss
parameters in the state vector of an EKF. They used an
electron PSD data set to estimate the loss timescale inside
and outside the plasmasphere for a radial diffusion model
with loss. Reeves et al. [2012] demonstrated the ability to
estimate the time-dependent amplitude parameter of a
Gaussian shaped source term for a single storm.
[12] However, until the study presented here, the Kalman

filter has not been used to directly estimate source rate
location or width, or to estimate the intensity of local heating
for more than one storm. In this study, we include a
parameterized source rate term in the radial diffusion model
and augment the state vector to include source rate param-
eters. The Kalman filter reconstructs the electron PSD for the
full radial range of the outer radiation belt, thereby filling in
data gaps in time and space, and estimates the time-dependent
intensity of local heating. We perform a parametric study
to discern the most likely location and width of the accelera-
tion region for five storm periods.We then use the solutions in
a reanalysis of the full 87-day period. The result is a time
dependent estimate of the location, extent, and magnitude of
local heating. We describe the inputs of the data assimilation
scheme in section 2: the data in section 2.1, the model in
section 2.2, and the Kalman filter technique in section 2.3.
The detailed results of the parametric study and reanalysis are
presented in section 3, which are then discussed in section 4.

2. Data Assimilation Inputs and Methodology

2.1. Input: Data

[13] We use energetic electron data from the Synchronous
Orbit Particle Analyzer (SOPA) instrument aboard Los
Alamos National Laboratory satellites at geosynchronous
orbit (LANL-GEO: 97a, 1991–080, 1990–095) [Belian et al.,
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1992], the Burst Detector Dosimiter (BDD) II aboard a Global
Positioning System (GPS) satellite (GPS-ns41) [Feldman
et al., 1985], and the Comprehensive Energetic Particle
and Pitch Angle Distribution Experiment on Polar (CEP-
PAD) [Blake et al., 1995]. The data spans an 87-day period
from June 30th to October 24th, 2002. The data are
averaged to the center of each discrete mesh grid point
with dimensions 0.25[L] � 120[min]. The conversion to
PSD and intercalibration [Friedel et al., 2005] is done for
constant first and second adiabatic invariants: m =
2083 (MeV/G) and K = 0.03 (G1/2RE), corresponding to
�1 MeV at GEO. It is performed in two steps: 1) trans-
forming the spacecraft coordinates into phase space coordi-
nates and 2) converting the measured fluxes into PSD values
[Chen et al., 2005, 2006]. The electron flux, j(E, a, →r), as a
function of energy (E), pitch angle (a), and satellite position
(→r), is converted into PSD following Hilmer et al. [2000].

2.2. Input: Physical Model

[14] The energetic electron population is often described
in phase space coordinates. Phase space corresponds to a six
dimensional position-momentum space, but can be reduced
to three dimensions by averaging over the three periodic
motions: gyration, bounce, and drift. Relativistic electron
populations can be described by their PSD: f(m, K, L, t)
[Schulz and Lanzerotti, 1974], where m is the first adiabatic
invariant associated with gyration around a field line, K is
the second adiabatic invariant associated with particle
bounce motion between magnetic mirror points, and L is the
Roederer L* parameter [Roederer, 1970] related to the third
adiabatic invariant f, which is associated with the drift
motion of the particle about the Earth. Phase space coordi-
nates are useful because the particle distribution function is
constant along a dynamical trajectory in absence of external
or internal sources or losses (such as diffusion, wave-particle
interactions, etc.), aiding in the identification of system
dynamics. When the distribution function is not conserved,
phase space coordinates can help identify non-adiabatic heat-
ing or loss mechanisms, including location and magnitude.
[15] Radial diffusion in energetic electron populations can

be described in PSD coordinates with a Fokker-Plank
equation for constant m and K. We use a one-dimensional
Fokker-Plank equation to describe the radial diffusion in L

∂f
∂t

¼ L2
∂
∂L

DLL

L2
∂f
∂L

� �
� f

t
þ S; ð1Þ

where DLL(L, t) is the radial diffusion coefficient, t(L, t) is
the loss timescale, S(L, t) is the source rate, where a three-
dimensional model also includes diffusion in pitch angle and
energy. We assume a Gaussian form for the source rate, i.e.

S ¼ Ae�
L�LCð Þ2

s2 ; ð2Þ

where the source rate is centered at LC, with width s and
amplitude A. This source function exists over all values in L,
and thus does not introduce any artificial discontinuities.
Note that we separate source rate and loss terms. The
resulting PSD is the net result of the balance between radial
transport, source, and loss for particles for only one specific

combination of first and second adiabatic invariants, here
m = 2083[MeV/G] and K = 0.03[G1/2RE].
[16] The Crank-Nicolson method [Crank and Nicolson,

1947], which is unconditionally stable and 2nd order accu-
rate, is used to solve the equations and does not need to
satisfy the Courant condition [Press et al., 1986]. We
assume a discrete meshed grid of 32 points from 2 ≤ L ≤ 10.
We select a relatively large spatial resolution of L = 0.25 to
mitigate radial errors that could occur, for example, in the
choice of magnetic field model [Ni et al., 2009b], DLL

coefficient [Brautigam and Albert, 2000], satellite intercali-
bration [Friedel et al., 2005] or PSD calculations [Chen
et al., 2005]. Our initial condition is a Gaussian fit to an
average of the first 20 h of GEO data. On a relevant note,
work by Daae et al. [2011] show that the initial conditions
are ‘forgotten’ in �1 day. That is, the filter takes �1 day to
‘spin-up’, after which the PSD estimate is nearly identical
regardless of the imposed initial condition.
[17] We choose the widely used Kp dependent diffusion

coefficient: DLL(Kp, L) = 10(0.506Kp�9.325)L10 [Brautigam
and Albert, 2000], where Kp is an index indicating the
magnitude of geomagnetic activity. Since the loss is included
separately in the model, we choose three L-dependent loss
timescales. To represent plasmaspheric hiss, the loss timescale
inside the plasmapause (L < LPP) is t = 8 days [Kondrashov
et al., 2007]. For loss mechanisms occurring outside of the
plasmapause, but inside the last closed drift shell (Lpp ≤ L <
LMAX), we choose t = 3/Kp [Shprits et al., 2005; Kondrashov
et al., 2007]. For particles at the last closed drift shell and
beyond, we assign a loss timescale of t = 10 min as these
particles will be lost to the magnetopause on the timescale of
minutes (approximately 1/2 of a drift period).
[18] We calculate the plasmapause and last closed drift

shell using the Dst index, which is an indicator of geomag-
netic storm activity. The plasmapause location is assumed to
be LPP(Dst) = �1.57 log10(min�24,0Dst) + 6.3, where the
notation min�24,0Dst represents the minimum Dst value for
the past 24 h [O’Brien and Moldwin, 2003]. We approxi-
mate the last closed drift shell with a second order polyno-
mial fit as described in Koller and Morley [2010]. The fitted
function is LMAX = 6.07 � 10�5Dst2 + 0.0436Dst + 9.37,
which is derived from the last closed drift shell using the
TS03 model [Tsyganenko et al., 2003] during July–December
2002. The PSD at the inner and outer boundaries, L = 2 and
L = 10, is set to 1 � 10�16 (c/MeV/cm)3 based on various
studies where, during geomagnetically active times, radial
diffusion alone is insufficient to explain PSD peaks near
GEO [Brautigam and Albert, 2000; Green and Kivelson,
2004; Chen et al., 2007].
[19] It is pertinent to recognize that the source rate in our

model can have a negative value. In this case, the existing
loss in the model is insufficient to match observations, and
the filter creates additional loss in the form of negative
source. When the source rate term has a positive value, it
may indicate an enhancement of an acceleration process or a
suppression of loss mechanisms, as the resulting PSD
depends on the net contributions of both the loss and source
terms, as well as radial diffusion. Actual observational data
cannot distinguish between these various processes and
measure only the net effect of all the processes in combi-
nation. Models, such as the one presented, are a justified
attempt to separate and quantify their respective dynamics.
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2.3. The Kalman Filter

[20] The Kalman filter [Kalman, 1960] is a sequential data
assimilation method that uses weighted least square mini-
mization based on the uncertainties in both the observations,
y, and the model state, x. The algorithm is optimized for
linear systems for which a Gaussian probability distribution
is assumed. The variables used in the Kalman filter, as well
as their descriptions and sizes, are outlined in Table 1. The
filter consists of two major operations: an analysis step and a
forecast step.
[21] The first operation in the analysis step is to calculate

the Kalman gain matrix Ki (equation 3), which is a weight-
ing matrix computed from the model error covariance matrix
Pi, and the observational uncertainty Ri. The subscript i
represents the time step of operation. The Kalman gain
matrix is used to weight the state and observation in subse-
quent analysis steps, and is defined as

Ki ¼ Pf tið ÞHT
i HiP

f tið ÞHT
i þ Ri

� ��1
; ð3Þ

where Ri = ɛoI � yi. Here, Hi is an observation operator that
maps the model space into the observational space, the
superscript f represents the forecasted state, and ɛo represents
the uncertainty of the observations and is set to 30% of the
measured PSD [Koller et al., 2007]. I is the identity matrix.
[22] The analysis state vector xi

a, and model covariance
matrix Pa

i are given by the Kalman update equations

xa tið Þ ¼ xf tið Þ þKidi; ð4Þ

di ¼ yoi �Hi x
f tið Þ� �

; ð5Þ

Pa tið Þ ¼ I�KiHið ÞPf tið Þ; ð6Þ

where the superscript a denotes the analysis state after the
Kalman update. As can be seen from equation (4), the anal-
ysis state vector xi

a is computed through adjusting the fore-
casted state vector xi

f by weighting the difference between the
observations and the model forecast with the Kalman gain
matrix. In equation (5), di is called the observation residual
vector or the innovation vector, and the product Kidi is
known as the Kalman innovation vector.

[23] The analysis state is then propagated forward in time
using the linear forecast model operator Mi, solved by the
Crank-Nicolson method [Crank and Nicolson, 1947], to
create the forecast state:

xf tiþ1ð Þ ¼ Mi x
a tið Þ½ � ð7Þ

Pf tiþ1ð Þ ¼ MiP
a tið ÞMT

i þQ tið Þ ð8Þ

where Qi = ɛmI � [xi
f � xi

a] is a diagonal error covariance
propagating matrix and represents the decrease in confi-
dence in the model as time evolves away from observation.
Its value, xt

f � xt
a, is a good representation of the perfor-

mance of the model; that is, a large (small) value indicates
poor (good) performance, and thus the model covariance
will increase faster (slower). The uncertainty of the model
ɛm is a very difficult value to quantify. It is ambiguously set
to ten times the observational uncertainty, or ɛm = 300%,
since our confidence in our simple one-dimensional model is
much lower than observations. This observation error/model
error ratio is roughly consistent with previous work [Shprits
et al., 2007; Ni et al., 2009a, 2009b; Daae et al., 2011;
Shprits et al., 2012]. In a future study, the model uncertainty
will be replaced with a dynamic model automatically
adjusting the model uncertainty as a function of the inno-
vation vector as described in Godinez and Koller [2012].
[24] Whereas most previous radiation belt Kalman filter

studies define the state vector to be electron PSD for the full
radial range, here we create an augmented system to also
include source parameters as additional state variables [e.g.,
Lainiotis, 1971; Ljung, 1979]. Since equation (1) is linear in
A, we are able to simply append the state vector (x), state
error (ɛ), and forward linear model operator (M) to include
this additional parameter for assimilation; that is, we define
an augmented state vector, error, and forward model opera-
tor as

ɛ ¼ ɛ f1 ɛ f2 ⋯ ɛ fn ɛA½ �T x ¼ f1 f2 ⋯ fn A½ �T ð9Þ

M ¼ M 0
0 1

� �
; ð10Þ

where ɛf1 … ɛfn, and ɛA correspond to the flux uncertainties
at the 1st … nth grid points and the uncertainty in A,
respectively.

3. Parametric Study of Source Parameters

[25] The augmented Kalman filter algorithm is only
capable of estimating the amplitude parameter of the source
term. We must assign values for the location and width
parameters. However, these terms are physically dynamic,
most likely changing throughout individual storms. To find
the most accurate source term location and width for specific
periods we employ the observation residual, or the innova-
tion vector, (yi � Hi xi

f ), which represents the residual
between the observations at time i and the model’s forecast
of the state at time i. It is a measure of the fidelity of the
model or, in other words, it is an attempt to quantify physics
that are present in the observations but absent from the
model.

Table 1. Description and Dimension of Vectors, Matrices, and
Operators Used in the Kalman Filtera

Description Dimension

Model Variables
xa Analysis state vector n � 1
xf Forecast state vector n � 1
Pa Analysis covariance matrix n � n
Pf Forecast covariance matrix n � n
Q Model covariance propagating matrix n � n
H Observation mapping operator m � n
K Kalman gain matrix n � m
M Forecast model operator n � n

Observation Variables
y Observation vector m � 1
R Observation covariance m � m

aThe value n represents the number of values being estimated by the filter
and m is the number of observations at a given time ti.
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[26] The RMS of the innovation vector is defined as

RMSINNOVATION ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

m

XT
i¼1

yi � Hix
f
i

	 
2
vuut ð11Þ

where T is the total number of time steps over the considered
storm period and m is the number of observations. It is a
reliable method to quantify the accuracy of the model, by
measuring the discrepancy between model forecast and
observations. A low (high) innovation vector RMS indicates
that the model, including the location and width of the
source rate, more (less) accurately predicts the actual mea-
surements. Thus, the lowest innovation vector RMS estab-
lishes the solution in location-width parameter that can best
reproduce the observed measurements.
[27] Figure 1 represents the innovation vector RMS

parameter space for July 30th 04:00 to August 21st 00:00
(which represents storm period 1 - see Table 2). To generate
this figure, a series of simulations are performed, each with a
discrete pair of source region parameters ranging from LC =
4.5–6.6 and s = 0.01–1.6. The innovation RMS is calculated
for an individual model run, as each run corresponds to a
unique source region. The minimum, located at LC = 5.4 and
s = 0.6, represents the parameters that best reproduce the
observations. These parameters are then applied to the
source rate term and used in the reanalysis presented in

Figure 2. Figure 2a shows the gridded PSD measurements
used. Figure 2b shows the reanalyzed data set with the gaps
across space and time filled in, plotted with the real obser-
vations. The source rate amplitude parameter A is estimated
through the assimilation and plotted as a function of time in
Figure 2c. Together with the ascertained location and width,
the amplitude parameter completes the prediction of the
source rate term and quantifies the location, extent, and
magnitude of local heating during this period.
[28] An important note is that the innovation vector RMS

is a relatively stable measure of the accuracy of the assimi-
lated results and not sensitive to the variable parameters.
That is, small changes in innovation vector RMS are asso-
ciated with significant changes in source rate parameters.
For example, in Figure 1, a 1% change in RMS corresponds
to a 0.4 variation in LC and a 0.35 change in width. How-
ever, the innovation RMS for the same period without a
source term is 28.9% higher than the same analysis includ-
ing the source term. In other words, the model performs
unquestionably better when the filter is allowed to adjust the
amplitude of the source parameter, decidedly justifying its
inclusion.
[29] The period of July 30th to October 25th is divided

into storm periods, where each storm period begins upon
achieving the two criteria: 1) Dst < �80 nT and 2) the first
criterion has not been met in the previous four days. Each
storm period is assimilated including three days preceding

Figure 1. The innovation vector RMS parameter space as a function of the Gaussian source width
(y axis) and location (x axis) for July 30th 04:00 to August 21st 00:00. Although the rest of the parameter
space is not shown, the minimum depicted is a global minimum.

Table 2. The Individual Storm Periods Outlined With the Location and Width of the Source Term to Minimize the Innovation Vector
RMS

Storm Period Reanalysis Start Date Storm Criteria Achieved Reanalysis End Date LC s

1 July 30th 04:00 Aug. 2nd 04:00 Aug. 21st 00:00 5.4 0.6
2 Aug. 18th 00:00 Aug. 21st 00:00 Sept. 4th 04:00 5.4 1.5
3 Sept. 1st 04:00 Sept. 4th 04:00 Oct. 1st 10:00 6.1 1.3
4 Sept. 28th 10:00 Oct. 1st 10:00 Oct. 14th 13:00 3.9–4.2 Likely <0.6
5 Oct. 11th 13:00 Oct. 14th 13:00 Oct. 24th 00:00 7.1 1.3
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the achievement of the criteria to allow sufficient time for
the filter to calibrate. The specifics for the resulting five
periods are outlined in the first four columns of Table 2. An
innovation RMS parametric study is performed for all five
storm periods and the results are outlined in the right two
columns in Table 2.
[30] Whereas most periods result in a straightforward

minimum in location-width space, storm period 4 presents
distinctive results. A storm of Dst = �180 nT occurs on
October 1st (day of year [DOY] 274), and the resulting PSD
peak occurs near L = 4. Intuitively, one would expect that
the residual RMS to be smallest for LC ≈ 4. Indeed, a source
region centered between L = 3.9–4.2 minimizes the inno-
vation RMS. However, because of the proximity of this
source region to the plasmapause (which is already com-
pressed to small L), source widths greater than s ≈ 0.6
considerably populate the slot region. Without measurements
below L = 3.5 to locally update the filter, the slot region
accumulates PSD from the source term. Although rare,
heating near L = 3 is possible during periods of high
geomagnetic activity [Shprits et al., 2012]. Thus, without
measurements in this region, we cannot specify the width of
the source region for this period, although a width of s < 0.6
does not allow significant PSD accumulations inside of L = 3.
[31] Since source location and width parameters are

specified for each period, reanalysis of the 87-day period is
performed with the source parameters changing appropri-
ately for each storm period. The resulting reanalysis is
shown in Figure 3. Figure 3b portrays the data from
Figure 3a superposed on top of the reanalyzed PSD data set.
The spatiotemporal gaps in PSD are filled, allowing for an
estimate of electron PSD for the entire radial range of the
radiation belt. The full source term, including all three
parameters – LC and s from the innovation RMS analysis
and A directly from the state vector – is pictured in
Figure 3c. Figure 3c visualizes the magnitude and extent of
local heating occurring during this period. Notice that dis-
continuities do not occur in the state vector, which allows for
a space- and time-continuous estimate for PSD and source
rate amplitude, even over boundaries between storm periods.
Figure 3d depicts the amplitude term only and quantitatively
conveys the intensity of the heating.
[32] The source rate function, which consists of time series

estimates of three source rate parameters, is used in a simple
one-dimensional diffusion model (equation (1)) without
assimilation for comparison. Identical diffusion rates and
loss timescales are used, as described in section 2.2. The
time series of the local acceleration function (visualized in
Figure 3c) is applied in the model. The results are shown in
Figure 4a. As expected, the resulting PSD from the 1D dif-
fusion model is very similar to the reanalyzed PSD. We
quantify the 1D diffusion model’s ability to reproduce the
observations in Figure 4b, where the PSD observations
(Figure 3a) are directly compared to the results of the simple
1D diffusion model. The diffusion model with no assimila-
tion is able to reproduce the majority of the observations
within a factor of 2.

4. Discussion

[33] This study is performed for only a single pair of first
and second adiabatic invariants, m and K, and captures only

a small subset of the dynamics of the radiation belts.
A reanalysis of all available m and K combinations is beyond
the scope of this study, but will be performed to gain insight
on a more comprehensive global picture. The presented
analysis demonstrates the pertinence of using data assimila-
tion techniques to do science on the observationally sparse
radiation belts, and also allows us to perform science on this
particular set of energetic electrons.
[34] Upon closer inspection of the acceleration enhance-

ments in Figure 3, it is apparent that the energization of outer
belt electrons generally occurs in the recovery phase of
the storms, as expected from elevated ULF wave [e.g.,
Elkington et al., 1999] and chorus wave activity [e.g., Li
et al., 1997; Bortnik and Thorne, 2007]. Additionally, the
source region occurs inside of GEO for four of the five storm
periods analyzed and the widths vary appreciably between
s = 0.6–1.5. The fluctuation in source rate magnitude is
significant, changing orders of magnitudes over hours to
days, but the timescale could be limited to the resolution of
the analysis. The maximum rate of approximately 3.0 �
10�6 (c/cm/MeV)3day�1 occurs on August 14th at
20:00 (DOY 226), but local maxima are varied for each storm
period. This maximum rate, if sustained, is capable of
completely repopulating the radiation belt to the largest
observed value in �17 h. The third storm period (August
21st 00:00 to September 4th 04:00 [DOY 233–247]) has
the smallest enhancements, the largest of which is 2.1 �
10�7 (c/cm/MeV)3day�1, which would repopulate the radi-
ation belt in �10 days, if sustained. The source rates are
sufficient to show that local heating is a major factor in
populating the electron radiation belts during storm recovery
phases. An interesting extension of this work will be to
determine the relationship of the source term between mul-
tiple combinations of first and second invariant pairs in
addition to higher temporal resolution and correlation
between solar wind drivers. The temporal evolution between
low-energy and high-energy electrons could be examined as
per Turner and Li [2008b], for example.
[35] We briefly investigate the effect of magnetopause

loss timescales by rerunning the simulation with loss time-
scales two times larger and two times smaller for L > LMAX.
That is, we perform the same analysis, but with loss time-
scales above the last closed drift shell equal to t = 5 min and
t = 20 min (instead of t = 10 min). The locations and widths
of the source terms are reproduced identically for all storm
periods except for the 20-min timescale, where for storm
period five LC changes from 7.1 to 6.7 and the width from
1.3 to 1.1, and for storm period three where the width
changes from 1.3 to 1.2. The other storm periods are unaf-
fected by either a 5 or 20 min loss timescale above LMAX.
[36] Estimation of source rate location and width is com-

pletely novel in data assimilation applications of the electron
radiation belts. However, other Kalman filter studies, which
also use 1-D models for a single first and second adiabatic
invariant pair, have constrained the source region’s location
and width. The results of our parametric study agree with
previous data assimilation in principle. Shprits et al. [2007]
used a CRRES PSD data set (for less energetic particles of
m = 700[MeV/G] and K = 0.11[G1/2RE]) from August 18th
to October 7th, 1990 and averaged the Kalman innovation
vector to find missing source region resembling a positively
skewed Gaussian centered at L = 5.5 with width s ≈ 0.3–0.8.
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Figure 2. Data reanalysis from July 30th 04:00 to August 21st 00:00 with the source term at LC = 5.4 and
width s = 0.6. (a) Electron PSD data set used in the assimilation. (b) The reanalyzed PSD data set with the
data over-plotted for comparison. The white line represents the last closed drift shell and the gray line
represents the plasmapause location. (c) The amplitude parameter of the source rate term. (d) The Dst
index. (e) The sum of the innovation vector at each time step, averaged by the number of observations (m).
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Figure 3. (a) Electron PSD data set used in the assimilation. (b) Reanalyzed PSD with data overlay. The
white line corresponds to the last closed drift shell and the gray line to the plasmapause location. (c) The
source term, where red/yellow colors represent a positive source term and blue values represent a negative
source term. For reference, the upper dotted line represents the last closed drift shell and the lower dotted
line represents the plasmapause. (d) The source amplitude parameter. (e) The Dst index. In both Figures 3d
and 3e, the vertical dashed lines represent the boundary between consecutive storm periods.
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Daae et al. [2011], using a similar PSD data set (Polar,
GPS, and three LANL-GEO for m = 2083[MeV/G] and K =
0.33[G1/2RE]), inspected the Kalman innovation vector for a
variety of different model conditions from June 6th to
December 31st, 2002 and repeatedly found evidence of
pseudo-Gaussian acceleration occurring between 5 ≤ L ≤ 6,
with widths between s ≈ 0.6–0.9. However, both of these
studies assimilated multiple storms, so the results are a long-
term average of source processes. Koller et al. [2007] used a
similar PSD data set (Polar, GPS, and three LANL-GEO for
m = 2083[MeV/G] and K = 0.1[G1/2RE]) for the October
24th, 2002 storm (October 25th -November 2nd [DOY
298–306]) and summed the Kalman innovation vector to
find a Gaussian-shaped source region close L = 5.5 with
width s ≈ 0.3.
[37] Reeves et al. [2012] demonstrated that the Dynamic

Radiation Environment Assimilation Model (DREAM) has
the capabilities to estimate the amplitude of a Gaussian
source region in a comparable method to that presented here.
They used a similar data set (Polar, GPS, and three LANL-
GEO), for m = 2083[MeV/G] and K = 0.03[G1/2RE], and an
ensemble Kalman filter [Evensen, 2003], to provide an
amplitude estimate for the same storm period as Koller et al.
[2007]: October 21st to November 4th, 2002. Reeves et al.
[2012] chose the source location and width to compensate
for the dual-peak nature of the reanalyzed PSD, which is
caused by observations at GEO and GPS with extensive data
gaps in the region L � 4–6. Hence, they choose a source
location of L = 5 with width of s = 1, which eliminates the
PSD trough between GEO and GPS observations. The
intensity of local heating peaks in the pre-storm phase,
which is an artifact of the filter using the source term to
compensate for the dual-peaked initial condition. They find,
as presented in this study, that the source rate intensifies in
the recovery phase.

[38] Our findings agree with results from non-assimilative
studies that find peaks in electron PSD below GEO. Model-
ing done with the 3-D VERB diffusion code [Shprits et al.,
2008], including chorus wave interactions, found peaks in
PSD at L � 4–6 for electrons with m = 700 MeV/G. Simi-
larly, modeling done with the 3-D Salammbo code [Beutier
and Boscher, 1995], including interactions with chorus
waves, found PSD peaks for 3100 MeV/G electrons near
L = 5.5 during the recovery phase [Varotsou et al., 2005].
These physics-based models are consistent with our findings.
[39] Investigations of electron PSD radial gradients using

LANL-GEO data conclude localized acceleration occurring
inside of GEO for electrons with m = 2000[MeV/G] [Turner
and Li, 2008a; Turner et al., 2010] and for electrons with
1.1–1.5 MeV [Shi et al., 2009]. More comprehensively,
Green and Kivelson [2004] (for electrons with m =
2000[MeV/G] and K > 500[G1/2RE]) and Chen et al. [2006]
(for electrons with m = 2083[MeV/G] and K = 0.1[G1/2RE])
were able to estimate local heating occurring near L = 5 and
L = 5–6, respectively. Additionally, O’Brien et al. [2003]
found associations between acceleration and VLF/ELF
chorus waves occurring near L � 5 for electrons of 1.8–3.5
MeV and >1.5 MeV. These studies, which arrive at similar
conclusion for a variety of m and K pairs, but in different
ways, reinforce the theory of internal acceleration mechanisms
occurring near GEO.

5. Summary

[40] We use a Kalman filter, which blends energetic
electron measurements of a specific pair of first and second
adiabatic invariants with a one dimensional radial diffusion
model, to produce an estimate of the outer radiation belt
environment that is more accurate than either independently.
Although the in situ energetic electron measurements are

Figure 4. (a) One-dimensional radial diffusion model with no assimilation. The diffusion coefficient
and loss terms used are outlined in section 2.2. The full source term from the parametric study is included.
(b) The difference between satellite data (Figure 3a) and the radial diffusion model without assimilation.
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sparse, the Kalman filter technique is capable of filling in
spatiotemporal data gaps for constant m and K and has proven
robust for this application [e.g., Naehr and Toffoletto, 2005;
Ni et al., 2009a, 2009b; Daae et al., 2011]. Previously, PSD
values, loss timescales, and source rate have been determined
using a Kalman filter, but this is the first attempt to quanti-
tatively estimate source location and width, as well as the
source rate over multiple storms. Specifically, we calculate
the location and extent of the heating regions and quantify the
time-dependent intensity of the enhancements.
[41] Electron phase space density (PSD) observations

from five satellites (three LANL geosynchronous, a GPS,
and Polar) for m = 2083[MeV/G] and K = 0.03[G1/2RE] are
combined with a one-dimensional radial diffusion model
that includes loss and parameterized local acceleration. The
state vector is augmented to include an estimable amplitude
parameter for a Gaussian source rate term; thus, we are able
to estimate the rate of local heating as a function of time.
Other source term parameters include location and width,
which are assigned values for each simulated period and are
not directly estimated by the filter. However, we are able to
estimate them using a parametric study, in which we use the
innovation vector to find the most accurate solution in location-
width parameter space. The innovation vector is a tool that
measures of the performance of the model with respect to
actual observations, and is used to quantify physics that are
present in the observations but absent in the model.
[42] The analysis period, July 30th to October 24th, is

divided into five storm periods (based on Dst criteria), and for
each period the root mean square (RMS) of the innovation
vector is calculated for various locations and widths. The RMS
minimum indicates source rate parameters that best match the
observations, consequently defining the most likely location
and width of the source region. A detailed analysis of July 30th
04:00 to August 21st 00:00 (DOY 211 to 233), 2002, is pre-
sented as an example. We find that the minimum innovation
vector RMS for this period occurs with source occurring at
L = 5.4 with width s = 0.6. The analysis is performed for all
five periods and the results are included in a reanalysis of
the full 87-day period. The resulting assimilated data consists
of constant m and K PSD for the full radial range, with spatial
and temporal observational gaps filled, and an estimate of
the source rate amplitude parameter as a function of time.
[43] The source regions are found to occur within GEO for

four of the five periods analyzed. Furthermore, close
inspection of its intensity shows orders-of-magnitude fluc-
tuations on the timescales of hours. The magnitude of the
enhancements increases during the recovery phase of many
of the storms, consistent with occurrences of ULF and cho-
rus wave activity [e.g., Li et al., 1997; Elkington et al., 1999;
Bortnik and Thorne, 2007]. Additionally, local peaks of the
acceleration enhancements are almost exclusively found
during the recovery phase. The magnitude of the enhance-
ments indicates that local heating is a significant contributor
to the energetic electron population. In fact, the rate shows
that local heating is capable of completely repopulating the
radiation belt after a full dropout.
[44] The presented Kalman filter results are consistent with

past data assimilation studies and previous PSD gradient
studies, and confirm the importance of local electron heating
near GEO in repopulating the outer radiation belt during
the recovery phase of geomagnetic storms. Furthermore,

this novel technique advances the applications of Kalman
filters to Earth’s energetic electron environment and pro-
vides a unique perspective on the dynamics of the outer
radiation belt.
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