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Abstract. An explicit model for predictingDst based on solar wind data for the years

1995-1999 gives a good fit with a prediction efficiency of 88%, a linear correlation coefficient

between the Dst index and the model of 0.94, and a RMS error of 6.4 nT. The same model

applied to the first half of 2000 gave a prediction efficiency of 91%, a linear correlation

coefficient of 0.95, and a RMS error of 7.9 nT. The modeledDst is a sum of three terms that

have growth and decay, a dynamic pressure term, an interplanetary magnetic field term, and

some offset terms. The main innovations are that the decay terms have different time constants

ranging from five days to one hour and that all the terms except the offsets depend on the

angle of the Earth’s dipole with respect to the solar wind velocity. This result shows that the

magnetosphere is highly predictable and that chaotic behavior within the magnetosphere has

little influence on the large-scale currents that determineDst.
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Introduction

The Dst index is based on measurements from four magnetometers near the equator

[Sugiura and Kamei, 1991]. Ideally theDst index should be a measure of the magnetic

perturbation at the center of the Earth’s dipole in the direction of the Earth’s dipole due to

currents in space above the ionosphere. To approach this ideal the four magnetometers are

widely spaced in longitude and also located somewhat away from the equator to avoid the

magnetic perturbations from the equatorial electrojet. They are adjusted to remove the quiet

timeSqionospheric current perturbations and the secular variation of the magnetic field due to

changes in the internal currents of the Earth. Currently theDst index is calculated every hour

and is available on the web in near real time, provisional, and, after about a year and half, final

versions [WDC for Geomagnetism, Kyoto] and thus we also refer to it as the ‘KyotoDst’.

TheDst index is the main measure used to indicate magnetic storms with a value of less than

-50 nT often used to indicate that a magnetic storm is in progress. TheDst index is also often

used as a measure of the strength of the ring current. However, all magnetospheric current

systems affectDst and the relative contribution of the ring current toDst remains uncertain

[Feldstein et al., 2000; Turner et al., 2000] though the ring current is certainly an important

contributor during magnetic storms [Gonzalez et al., 1994].

It has been known since the work of Burton et al. [1975] that theDst index can be well

modeled using the solar wind as input. The Burton method specifies the change inDst due

to a driver term and a decay term. The driver term is a function of only the interplanetary

Ey electric field and gives (a negative) contribution to the change inDst if the interplanetary

Ey electric field exceeds 0.5 mV/m, which is equivalent to abz interplanetary magnetic field

(IMF) component of less than 1.0 nT for a solar wind velocity of 500km/s. The decay term

gives a constant decay rate of about 7 hours. The changes inDst are then integrated to find

Dst to which a constant and a term proportional to the square root of the solar wind dynamic

pressure is added to give the predictedDst.

Following Burton et al., others have tested, improved, or attempted to improve the

prediction by either modifying the driver and decay terms [Gonzalez et al., 1994; Murayama,

1986; Thomsen et al., 1998; Klimas et al., 1998; O’Brien and McPherron, 2000] or by using

other methods such as neural networks [Wu and Lundstedt, 1996; 1997] or other innovative

techniques [Vassiliadis et al., 1999]. The motivation for attempting such improvements is

usually a combination of a practical desire to make a better prediction (Dst is an important

space weather parameter since it is the main indication of magnetic storms), a desire to learn

which features of the interaction between the solar wind and the magnetosphere are most

important in producing magnetospheric activity, and a desire to learn how predictable the
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magnetosphere is or in other words to what extent the magnetosphere is directly driven by the

solar wind. These are also our motivations.

We have modeled five year of theDst index (1995-1999, except for times when there

are gaps in the solar wind data and the last 45 days of 1999, a total of 40433 hours) using

solar wind data from Wind and ACE as input [Lin et al., 1995; Lepping et al., 1995; Smith

et al., 1999; McComas et al., 1998]. The RMS error in our model ofDst is 6.44 nT which

corresponds to a prediction efficiency (defined as [1-(variance of the residual)/(variance of the

Dst index], where the residual is the difference between theDst index and the prediction) of

88.1%, and a linear correlation coefficient between theDst index and the model of 0.939. For

active times, defined as a measuredDst of less than−50nT (1624 hours of data), the RMS

error is 12.5 nT but the corresponding prediction efficiency was greater at 95.8% because of

the much larger variance in theDst index. Figure 1 shows a comparison of the model and

the data for 1998, a year which had no significant solar wind data gaps. These results can be

contrasted with the Burton model, which, with the best-fit parameters for this five-year period,

gives a RMS error of 10.6 nT and a prediction efficiency of 67.6%. (Using the original Burton

parameters gives an RMS error of 11.8 nT and a prediction efficiency of 59.7%.)

There are several implications of these results: 1) The magnetosphere is very strongly

controlled by the solar wind and thus chaotic or other unpredictable behavior has little

influence on its large-scale currents. 2)Dst and thus magnetic storms are highly predictable

from solar wind measurements. 3) The seasonal behavior of the magnetosphere (stronger

activity during the equinoxes) is strongly influenced by the angle of the dipole with respect to

the solar wind velocity as has also recently been argued [Cliver et al., 2000]. 4) There are at

least three current systems within the magnetosphere that make a significant contribution to

Dst.

Model Description

Our calculatedDst is a sum of several terms:Dst= dst1+dst2+dst3+(pressureterm)+
(direct IMF bz term)+ (o f f set terms that do not depend on solar wind). The termsdst1,

dst2, anddst3 are all calculated in a similar way:dstx(t +dt) = dstx(t)+ (driver term)−
(decay term). The pressure term and the direct IMFbz term are calculated directly from the

solar wind.

These terms are added with appropriate time shifts. Most of the solar wind data is from

the Wind satellite but in 1998 and 1999 we used ACE data to fill gaps in the Wind data. The

solar wind coordinate system is GSM. The time of solar wind is changed tote = twind−x/vx

to take into account the propagation of the solar wind to the Earth. The solar wind IMF has
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also been rotated to take into account the change in the GSM coordinates between the time

of the solar wind measurement and the time of impact on the Earth though this gives only a

small improvement. In our calculation we have used solar wind data interpolated to a constant

10-minute interval.

Thedst1, dst2, anddst3 terms are similar in that their driver terms depend strongly on a

negative IMFbz component. They differ most strongly in their decay terms. Thedst1 term

decays more slowly thandst2 which decays more slowly thandst3. Thedst3 term has a decay

time constant of 59 minutes. Bothdst1 anddst2 are nonlinear and so their decay times depend

on their values with faster decay for larger absolute values. For typical values of -20 nT,dst2

has a decay time constant of 11.4 hours anddst1 has a decay time constant of 5.1 days.

A discussion of the each term is provided below. It has been our practice to optimize the

model by finding the functions and values of the free parameters in the functions that minimize

the RMS error between the model and the measuredDst. These functions are typically

simple with some multiplicative factor or power being varied. Because of the large number of

free parameters, there can be no assurance that the quoted parameters represent an absolute

minimum for the assumed functional forms. Also there can be quite a bit of uncertainty in the

values of the individual parameters because of various tradeoffs. For instance, a larger solar

wind density gives a largerDst through thepressure termbut a smallerDst through its effects

on the driver terms. Thus a ‘mistake’ in the value of density parameter in thepressure term

can be partly offset by ‘mistake’ in the value of density parameter in the driver terms with the

result that the sum (i.e. the prediction) is better than its individual parts.

The pressure termis usually taken (e.g., Burton et al.[1975]) to be proportional to the

square root of the dynamic pressure of the solar wind,(nv2)
1
2 , wheren is the solar wind

density (cm−3) andv the solar wind velocity (km/s). This term is usually assumed to represent

the magnetopause currents.

We have complicated this by including the IMF magnetic pressure and a term proportional

to the solar wind density, that we hoped would serve as a proxy for the solar wind thermal

pressure (it is not, in fact, since the temperature of the solar wind is well correlated with the

solar wind velocity), and a correction for the dipole angle and then did a least squares fit to

find the best parameters with the result that

Pressure term= [p1 ·b2+n · ( p2 ·v2

sin2.52(φ)
+ p3)]

1
2 (1)

whereb is IMF magnitude andφ is approximately the angle between the dipole and the solar

wind velocity, p1 = 0.90, p2 = 2.18·10−4, p3 = 14.7. Using typical values ofb = 5 nT,

v= 425km/s, φ = 90◦, andn= 7cm−3 givesPressure term= [22.5+7·(39.4+14.7)]
1
2 = 20.0
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nT.
Explicitly sin(φ) = (1−cos2(φ))0.5 where

cos(φ) = sin(tt+α)∗sin(ttt−tt−β)∗9.58589·10−2+cos(tt+α)∗(0.39+0.104528∗cos(ttt−tt−β)),
(2)

wherett = 2πt/yr, ttt = 2πt, α = 0.078,β = 1.22, andt is time in days from the beginning of 1995

andyr = 365.24 days.

In the above the contribution from the IMF and density, though still smaller than the dynamic

pressure contribution, is much larger than the ratio of magnetic field and thermal pressures of the solar

wind to the dynamic pressure of the solar wind.

Direct IMF bz term= 0.478·bz ·sin11.0(φ) (3)

TheDirect IMF bz term is a small term with an average magnitude of only 0.71nT but sometimes over

10 nT. It has a strong dependence on the angle of the dipole with respect to the solar wind velocity.

‘Offset terms’

O f f set= s1 +s2 ·sin(2πt/yr +s3)+s4 · t +s5 · t2 (4)

wheres1 = −2.788,s2 = 1.44,s3 = −0.92,s4 = −1.054·10−2,s5 = 8.60·10−6.

This term may compensate for a portion of the secular variation that may not have been removed

in theDst index and for an annual variation.

Thedst1, dst2, anddst3 terms are calculated as follows:

dst1(t +dt) = dst1(t)+{a1 · [−dst1(t)]a2 + f e1(t)[1+
a3 ·dst1(t − τ1)+a4 ·dst2(t − τ1)

1−a5 ·dst1(t − τ1)−a6 ·dst2(t − τ1)
]}dt (5)

dst2(t +dt) = dst2(t)+{b1 · [−dst2(t)]b2 + f e2(t)[1+
b3 ·dst1(t − τ2)

1−b3 ·dst1(t − τ2)
]}dt (6)

dst3(t +dt) = dst3(t)+{c1 ·dst3(t)+ f e3(t)[1+
c2 ·dst3(t − τ3)

1−c2 ·dst3(t − τ3)
]}dt (7)

wherea1 = 6.51·10−2,a2 = 1.370,a3 = 8.4·10−3,a4 = 6.053·10−3,a5 = 1.21·10−3,a6 = 1.55·10−3,

τ1 = 0.14 days,b1 = 0.792,b2 = 1.326,b3 = 1.29 · 10−2,τ2 = 0.18days, c1 = −24.3,c2 =
5.2 · 10−2,τ3 = 9 · 10−2days, f e1 = −4.96· 10−3(1+ 0.28 · dh)[2 · exx+ abs(exx− th1) +
abs(exx− th2)− th1− th2]v1.11

x n0.49sin6.0(φ), f e2 = 2.02 · 103 · sin3.13(φ) · d f2/(1− d f2),
d f2=−3.85·10−8 ·v1.97

x b1.16
t sin5.7(θ) ·n0.41·(1+dh), f e3= 3.45·103 ·sin0.9(φ) ·d f3/(1−d f3) d f3=

−4.75·10−6 ·v1.22
x ·b1.11

t sin5.5(θ)n0.24(1+dh), exx= 10−3 ·vx ·bt sin6.1(θ), θ = −(acos(−bz
bt

)−π)/2,

bt = (b2
y +b2

z)
1
2 , th1= 0.725sin−1.46(φ), th2= 1.83sin−1.46(φ), dh= bp ·cos(atan(bx,by)+6.10)(3.59·

10−2 cos(2πt/yr + 0.04)−2.18·10−2 sin(2πt −1.60)), andbp = (b2
y + b2

x)
1
2 . Time (t,dt) is in days,

magnetic field innT, solar wind velocity inkm/s and density incm−3. Herevx is the magnitude of

x-component of the solar wind velocity.
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Theth1 andth2 constants are threshold values thatexxneeds to exceed before there is any growth

in dst1. This is similar to the Burton formula where the solar windEy has to be greater than 0.5 mV/m

before there is any growth. Here the threshold is effectively larger, giving a threshold of about

1.0 mV/m. Howeverdst2 anddst3 have no thresholds. Here also the threshold forexxin dst1 has been

divided into two steps (th1 andth2) in order to explore whether a sudden threshold is realistic. This

division gives only a marginal improvement confirming that there is in fact a threshold-like behavior in

this term.

The angle ‘θ’ is the IMF clock angle used in Akasofu’s epsilon parameter [Perreault and Akasofu,

1978] but the sine term is raised to powers of 5.5 to 6.0 instead of the fourth power making it a stronger

function of the clock angle. In addition there are solar wind velocity and density terms inf e1, f e2, and

f e3 and a dependence on the dipole angle with respect to the solar wind velocity.

The change ofdst1 also depends on the value ofdst1 anddst2 about three hours earlier; the

change ofdst2 also depends on the value ofdst1 about four hours earlier; and the change ofdst3 also

depends on the value ofdst3 about two hours earlier. These effects may be related to the convection of

plasma out of the magnetosphere [Takahashi et al., 1990; Liemohm et al., 1999]. Thedh term gives a

dependence onby.

The dst1, dst2, anddst3 terms had average values of−15.5 nT, −13.7 nT, and−1.9 nT

respectively and are always negative. Thedst1, dst2, dst3, (pressure term), (direct IMF bz term), and

(o f f set terms) are added (after interpolations) with time delays of 7.1, 21.0, 43.4, 2.0, 23.1 and 7.1

minutes respectively for comparison with the ‘KyotoDst’. Figure 2 illustrates the relative magnitude

and behavior of these terms and how they add to produce the modeledDst.

This is an important but difficult paragraph, so pay attention: All of the terms (except offset) have

a significant dependence onφ, which is approximately the angle of the magnetic dipole with respect

to the solar wind velocity, such thatdst1, dst2, dst3 and thedirect IMF bz term have a minimum

coupling with the solar wind near the solstices and a maximum coupling near the equinoxes. This

results (together with the larger positive contribution from the pressure term near the solstices) in a

significant seasonal dependence inDst. Because of the motion of the Earth around the sun, the solar

wind appears to come from a direction slightly away from the sun. The exact angle depends on the

solar wind velocity but for an average solar wind velocity of 425 km/s, this direction results in a ‘solar

wind solstice’ (the time when the angle between the rotation axis of the Earth and the solar wind is

minimum) that occurs four days after the normal solstice or on about December 26 for the winter

solstice. (The summer ‘solar wind solstice’ and ‘solar wind equinoxes’ are also delayed four days

of course.) In our model the time of the solstice is actually a free parameter (α in Eq. (2)) which is

found by minimizing the least squares error. This value ofα gives a minimum forφ on December 27

or within one day of the expected value. Because of the offset of the magnetic dipole with respect to

the rotation axis there is also a diurnal variation of the angle of the dipole with respect to the solar

wind velocity. The phase of this variation depends on the geographic longitude of the dipole. This

longitude is known but in our model was also treated as a free parameter (β in Eq. (2)). The value
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found is equivalent to a longitude of 280.5◦. The known value is 289◦ for the direction of the dipole

based on the 1995 IGRF model. Thus the agreement is within nine degrees. The relative amplitude in

the diurnal variation of the coupling with respect to the seasonal variation is determined by the latitude

of the offset of the magnetic dipole from the geographic pole, which is 11◦. Again this was treated as

a free parameter (hidden in the numbers in Eq. (2)). The best value was found to be 6◦. This implies

that the diurnal variation is substantially less than expected given the seasonal variation. We believe

this may be due, at least in part, to the adjustment that is made to the magnetometer data used to

calculateDst: the removal of the quiet time Sq ionospheric daily variation may also remove real diurnal

magnetospheric effects. The effect ofφ should not be confused with the dipole tilt effect commonly

referred to as the Russell-McPherron effect [Russell and McPherron, 1973]. The Russell-McPherron

effect is automatically included in the model from our use of GSM coordinates for the solar wind

measurements but gives a smaller seasonal effect [Cliver et al., 2000]. Ifφ is removed from the model

the RMS error increases to 7.34 nT and the prediction efficiency decreases to 85%.

This model has already been applied [Li et al., 2001b] to describe the seasonal variation of

magnetic activity as measured byDst.

In the Burton model, the state of the magnetosphere is described by one parameter, the pressure

adjustedDst, which can be determined from the solar wind pressure and the currentDst measurement.

Given this parameter the change inDst can be calculated from solar wind measurements. In our model,

the state of the magnetosphere is described by seven parameters:dst1(t), dst2(t), dst3(t), dst1(t − τ1),
dst1(t − τ2), dst2(t − τ1), anddst3(t − τ3) and knowledge of the currentDst measurement and the

current solar wind is not sufficient to allow one to integrate the value ofDst forward in time. Rather it

is necessary first to determine the various values ofdstxby integrating the equations forward in time

using the solar wind as a driver. One can do this in practice by making reasonable initial assumptions

for these values. Thedst2 anddst3 contributions, because of their fast decay, quickly lose memory of

their initial values and this allows for a calculation ofdst1. So in practice only about a day’s worth of

solar wind data should be necessary to properly initiate the integration.

Errors

The error between the prediction and the measurement can be divided into four factors:

1) Inaccurate or inappropriate solar wind measurements.

Most of the solar wind measurements were made by the Wind satellite at various distances. It is

known [Collier et al., 1998] that such measurements do not correspond exactly to the solar wind as it

strikes the magnetosphere. This is especially true for smaller scale features.

2) Inaccuracies in the measurement ofDst.

The ‘official Kyoto Dst’ is derived from only four stations near but not at the magnetic equator.

The secular variation and diurnal variations from the ionospheric currents are removed but this

removal is not perfect and may also remove actual magnetospheric currents as we have suggested. For
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1995-1998 we have used the ‘final’Dst. For 1999 we have used the ‘provisional’Dst. For 1998 there

were large differences (bigger than our average error) between the provisional and finalDst. The use of

four stations can lead to different signals for exactly the same magnetospheric current depending on the

local time of the station. (Note: The finalDst for 1999 is now available as of the time of the revision

of this paper. Using the finalDst for 1999 gives 6.37 nT for the RMS error, a prediction efficiency of

88.4% and linear correlation coefficient of 0.941 without any change in the parameters. Some small

further improvement can be achieved by further adjustment of the parameters.)

3) Inaccuracies in our model.

Our model is far more complicated than some other models, (e. g., the Burton model) but it is

far simpler than the magnetosphere. The driver terms in our model enter as a product of solar wind

parameters to some power or as the sine of some angle to some power. Such effects as the detailed

previous history of the magnetosphere or the effect of solar cycle variations on the ionosphere (the

F10.7 proxy for solar UV is often used to model this) are not included.

4) Inherent chaotic or complex behavior of the magnetosphere.

There is currently a great deal of interest in this topic [Klimas et al., 1996; Chang, 1999]. Because

of the accuracy of our model despite factors 1, 2, and 3 above, we believe there is very little room for

‘chaotic or complex behavior of the magnetosphere’ to play a major role in the large scale currents that

affectDst.

We have not done an detailed analysis of these errors. It would be relatively easy to determine

the error due to 1) by comparing different upstream solar wind monitors. Factor 2) is somewhat more

difficult to determine. A casual comparison of the ‘KyotoDst’ with another measurement of ‘Dst’, the

‘Amie Dst’ [Lu et al., 1998], for several storm periods, shows that different ways of measuringDst

differ from one another as much or more than our model differs from the ‘KyotoDst’ and thus leads us

to believe that the largest error is due to factor 2).

A common comment is that with enough free parameters one can fit anything and we may appear

to have many parameters. This is in fact not a significant criticism since we have far more data than

parameters. (In fact we believe we don’t have enough free parameters and that the physics is still more

complicated than our model or why do MHD simulations?) Still the best way to address this concern is

to apply the model to data not used in determining the parameters. Figure 3 shows the model applied to

first half of 2000 with the same parameters except for the offset terms. For this period the model gave a

prediction efficiency of 91%, a linear correlation coefficient of 0.95, and a RMS error of 7.9 nT. The

larger error but also larger prediction efficiency and correlation is consistent with a more active period

and our already known result that during active times the error and prediction efficiency both increase.

There is great opportunity for further improvement, discussion, and investigation. Much has not

yet been mentioned: errors of the various terms, the physical significance of the various terms and their

functional forms (i.e. does thedirect IMF bz term really imply a direct penetration of the IMF into the

magnetosphere?). Rather than investigate all this before publishing we have decided to submit what

we have, imperfect as it is. Our basic goal has been to describe the model in enough detail so that the
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interested reader may be able to duplicate and improve.

The next three paragraphs have been added in response to one of the referees of this paper.

One of the referees has asked that ‘the procedure for each parameter determination and discussion

on the physical meaning of each term’ be described in the text. The procedure for each parameter

determination has already been mentioned: We have minimized the root square error (RMS error)

between the prediction and the data to find the parameters. We have done the root square minimization

‘by hand’. That is, we have run an IDL program that calculates solar wind basedDst and the RMS

error. We then changed parameters in the program and calculated an new RMS error and so forth.

We also often tried different functional forms and after a few months of work have come up with

the present results. We do not claim these are the best results. We know already from subsequent

experimentation after including the finalDst for 1999 that the best parameters change. This is not

surprising since incorrect inputs will lead to incorrect parameters and neither the measured solar wind

nor the even the ‘final’ Dst is an ideal parameter as has already been discussed above. The physical

meaning of each term is not possible for us to describe since we do not understand the physical meaning

of every term and regard that as a subject for further investigation. The terms we least understand are

thedirect IMF bz term, the additional terms in the pressure term, and theby contribution to thedst1,

dst2, anddst3. The pressure term in general is understood as due to the magnetopause currents.

We have found all the terms by starting with the Burton formulation and then trying to improve

it by adding additional solar wind parameters as has also been done by others [Gonzalez et al., 1994].

In addition, we found that dividing the driver term into two parts (dst1 anddst2) gave a dramatic

improvement. A further smaller improvement was then achieved by adding thedst3 term. Thedst1

term undoubtedly represents to main ring current. The physical meaning ofdst2 anddst3 are less clear

but probably represents some combination of the so-called partial ring current and the tail currents.

The basic physical interpretation ofdst1, dst2, anddst3 is similar to the interpretation of the Burton

equation: The solar wind through reconnection drives currents in the magnetosphere that then decay

when the driver is removed or becomes less efficient. The form of the driver term then represents the

efficiency of reconnection together with the effect of such reconnection in driving magnetospheric

currents.

It should, however, be understood that minimizing RMS error between the prediction and the data

to find the best parameters does not lead to the best physical model or even the best physical parameters

in any model but only to some approximation to such parameters. Consider the hypothetical case of the

response of the magnetosphere to small-scale pressure pulses in the solar wind. A real upstream solar

wind monitor will see only some fraction of the pulses that actually impinge on the magnetosphere

and will see some pulses that will not in fact impinge on the magnetosphere (because the pulses are,

by hypothesis, small scale). Suppose further that the actually response of the magnetosphere to such

pulses is known. We could then compare the actual response to that found by minimizing the RMS

error. The two responses would be different. If, for instance, only half the pulses that impinge on the

magnetosphere are seen by the upstream monitor and half the pulses seen by the upstream monitor do
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not in fact impinge on the magnetosphere then the magnitude of the response found by the minimizing

the RMS error will be about half the correct response.

Conclusion

The dipole tilt with respect to the solar wind velocity has an important effect on the coupling

efficiency of the magnetosphere with the solar wind. The currents that contribute toDst have at least

three distinct time scales. The magnetosphere is highly predictable and chaotic behavior within the

magnetosphere has little influence on the large-scale currents that determineDst. The predictability of

the magnetosphere has also recently been emphasized by Li et al. [2001a] who have shown that the

variation of relativistic electrons at geostationary orbit can be well modeled using the solar wind as

input.

Figure Caption

Figure 1.A comparison of theDst index with the prediction for 1998.

Figure 2.The calculatedDst, the components of the calculatedDst, and theDst index for 60 days in

1998.

Figure 3.A comparison of the calculatedDst with the provisionalDst for the first six months of 2000.

Acknowledgments. We appreciate the effort by the science teams (WDC for Geomagnetism,

Kyoto, Wind/3D, Wind/Mag, ACE/SWEPAM, ACE/Mag) for making the data available. This work

was supported by NSF grant ATM-9909358, 0101351 and NASA grant NAG5-9421, 10473.



12

References

Burton, R. K., R. L. McPherron, and C. T. Russell, An empirical relationship between interplanetary

conditions and Dst,J. Geophys. Res.,80, 4204, 1975.

Chang, T., Self-organized criticality, multi-fractal spectra, sporadic localized reconnections and

intermittent turbulence in the magnetotail,Phys. Plasma, 6, 4137, 1999.

Cliver, E. W., Y. Kamide, and A. G. Ling, Mountains versus valleys: Semiannual variation of

geomagnetic activity,J. Geophys. Res.,, 105, 2413, 2000.

Collier, M. R., J. A. Slavin, R. P. Lepping, A. Szabo, and K. Ogilvie, Timing accuracy for the simple

planar propagation of magnetic field structures in the solar wind,Geophys. Res. Lett.,, 25,

2509, 1998.

Feldstein, Y. I., L. A. Dremukhina, U. Mall, and J. Woch, On the two-phase decay of the Dst-variation,

Geophys. Res. Lett.,27, 2813, 2000.

Gonzalez, W. D., J. A. Joselyn, Y. Kamide, H. W. Kroehl, G. Rostoker, B. T. Tsurutani, and V. M.

Vasyliunas, What is geomagnetic storm?J. Geophys. Res.,99, 5771, 1994.

Klimas, A. J., D. Vassiliadis, D. N. Baker, and D. A. Roberts, The organized nonlinear dynamics of the

magnetosphere,J. Geophys. Res.,101, 13089, 1996.

Klimas, A. J., D. Vassiliadis, and D. N. Baker, Dst index prediction using data-derived analogues of the

magnetospheric dynamics,J. Geophys. Res.,103, 20435, 1998.

Lepping, R. P. et al., The Wind magnetic field investigation, The Global Geospace Mission,Space Sci.

Rev., 71, 207, 1995.

Li, X., M. Temerin, D. N. Baker, G. D. Reeves, and D. Larson, Quantitative Prediction of Radiation

Belt Electrons at Geostationary Orbit Based on Solar Wind Measurements,Geophys. Res. Lett.,

28, 1887, 2001a.

Li, X., , D. N. Baker, S. G. Kanekal, M. Looper, and M. Temerin, Long Term Measurements of

Radiation Belts by SAMPEX and Their Variations,Geophys. Res. Lett.,28, 3827, 2001b.

Liemohm, M. W., J. U. Kozyra, G. V. Khazanov, M. F. Thomsen, and T. E. Clayton, Analysis of the

early phase ring current recovery mechanisms during geomagnetic storms,Geophys. Res. Lett.,

26, 2845, 1999.

Lin, R. P. et al. A three-dimensional plasma and energetic particle investigation for the Wind spacecraft,

Space Sci. Rev., 71, 125, 1995.

Lu, G. et al., Global energy deposition during the January 1997 magnetic cloud event,J. Geophys. Res.,

103, 11685, 1998.

McComas, D. J. et al. Solar Wind Electron Proton Alpha Monitor (SWEPAM) for the Advanced

Composition Explorer,Space Sci. Rev., 86, 563, 1998.



13

Murayama, T., Coupling function between the solar wind and the Dst index, inSolar Wind-

Magnetosphere Coupling, edited by Y. Kamide and J. A. Slavin, p.119, Terra Scientific

Publishing Co., Tokyo, 1986.

O’Brien T. P., and R. L. McPherron, An Empirical phase space analysis of ring current dynamics: solar

wind control of injection and decay,J. Geophys. Res.,105, 7707, 2000.

Perreault, P., and S.-I., Akasofu, A study of geomagnetic storms,Geophys., J. R. Astr. Soc., 54, 547,

1978.

Russell, C. T., and R. L. McPherron, Semiannual variation of geomagnetic activity,J. Geophys. Res.,,

78, 92, 1973.

Smith, C. W. et al., The ACE Magnetic Field Experiment,Space Sci. Rev., 86, 613, 1999.

Sugiura M. and T. Kamei, Equatorial Dst index 1957-1986, IAGA Bulletin No 40, ISGI Publ. Off.,

Saint-Maur-des-Fosses, France 1991.

Takahashi, S., I. Iyemori, and M. Takeda, A simulation of the storm-time ring current, Planet. Space

Sci.,38, 1133, 1990.

Thomsen, M. F., J. E. Borovsky, D. J. McComas, M. R. Collier, Variability of the ring current source

population,Geophys. Res. Lett.,25, 3481, 1999.

Turner, N. E., D. N. Baker, T. I. Pulkkinen, and R. L. McPherron, Evaluation of the tail current

contribution to Dst,J. Geophys. Res.,105, 5431, 2000.

Vassiliadis, D., A. J. Klimas, J. A. Valdivia, and D. N. Baker, The Dst geomagnetic response as a

function of storm phase and amplitude and the solar wind electric field,J. Geophys. Res.,104,

24957, 1999.

WDC-C2 KYOTO Dst index service, Data Analysis Center for Geomagnetism and Space Magnetism

Graduate School of Science, Kyoto University, Kyoto 606-8502, JAPAN. Home page:

http://swdcwww.kugi.kyoto-u.ac.jp/wdc/Sec3.html, 1995-1999.

Wu, J-G., and H. Lundstedt, Prediction of geomagnetic storms from solar wind data using Elman

recurrent neural networks,Geophys. Res. Lett.,23, 319, 1996.

Wu, J-G., and H. Lundstedt, Neural network modeling of solar wind-magnetosphere interaction,J.

Geophys. Res.,102, 14457, 1997.

M. Temerin, SSL, U. of California, Berkeley, CA 94720; e-mail:

temerin@sunspot.ssl.berkeley.edu

X. Li, LASP/CU, 1234 Innovation Dr., Boulder, CO 80303-7814; e-mail:
lix@lasp.colorado.edu

Received ???, 2001; revised ???, 2001; accepted December 27, 2001.


