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Planetary fields and dynamos 

Ulrich R. Christensen 

7.1 Introduction 

Over foLll' centuries ago it was realized that the time-averaged direction of a 
compass needle is not affected by a force emanating from the sky. but by a mag­
netic field that is intrinsic to the Earth. The basic strucmre of the geomagnetic field 
and its slow vmiation with time was characterized long before magnetic fie lds were 
detected on other celestial bodies. By the middle of the twentieth century, the study 
of remanent magnetization of natural rocks had firmly established that the princi­
pal dipole component of the Earth's magnetic field had reversed its direction many 
times in the past. 

Our understanding of the origin of the field by a dynamo process in the Earth's 
core has developed at a much slower pace. basically in parallel wirh that of astro­
physical dynamos in general. Aside from understanding the intricate details of how 
a magnetic field is generated by a dynamo, we must asce1tain that some funda­
mental requiremenL<; are ful Ii lied inside our planet. Geophysical observations have 
shown thaL one condition, namely the existence of an electrically conducLing fluid 
region. is met inside the Earth. which has an outer core consisting of a liquid iron 
alloy. It is likely. bul not completely certain. that all big planets have conducting 
fluid cores (see Fig. 7.5). However. some planets may not conform with another 
basic condition for a dynamo. namely sufficiently fast motion in the fluid layer. 
Convection is envisaged as the most likely source of a flow that can sustain a 
dynamo, but in some planeL<; the fluid core may be stably stratified. 

Since 1995, numerical modeling of the geodynamo has been Lhriving. Global 
models of convection-driven dynamos in a rotating spherical shell show magnetic 
fields that resemble the geomagnetic field in many respects - they are dominated by 
the axial dipole of approximately the i;ght strength, they show spatial power spec­
tra similar to that of Earlh ·s magnetic field, and the magnetic field morphology and 
the temporal vaiiation of the field resembles that of the geomagnetic field. While 
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these models represent direct numerical simulations of the fundamental magne­

tohydrodynamic equations without parameterized induction effects, they do not 

match actual planetary conditions in a number of respects and their success appears 

somewhat surprising. 

Space mission!'. revealed that most planets in the solar system have internal mag­

netic fi elds ( ee Vol. I, Chapter 13), but there are exceptions (Yenu . . Ma rs). Some 

planets seem to have had a field that is now extinguished (e.g. Mars). Tn many 

cases with an active dynamo the axial dipole dominates the fi e ld at the planetary 

surface (Fig. 13.2 in Vol. I), but Uranus and Neptune are exceptions. Saturn is spe­

cial becau<;e its field is extremely symmetric with respect to the planet'!> rotation 

axis. The field strengths at the planetary surfaces differ by a factor of 1000 be tween 

Mercury and Jupiter. A full understanding of this diversity in the morphology and 

strength of planetary magnetic fields is still lacking, but a number of promising 

ideas have been suggested and backed up by dynamo simulations. Some of the 

differences can be explained by a systematic dependence o f the dynamo behavior 

on parametcrn such as rotation rate or energy flux, whereas o thers seem lo require 

qualitative differences in the structure and dynamics of the plane tary dynamos. 

This chapter summarizes our state of knowledge about the structure and time 

dependence o f the geomagnetic field and the more limited knowledge on the fields 

o f other planets. The internal constitution and the thermal budget of the planets is 

d iscus!ied as far as it is essential for the understanding of planetary dynamos. The 

fundamentals of astrophysical dynamos have been described in Chapters 5 and 6. 
and in Vol. I, Chapter 3; here we discuss conditions for fluid Aow and magnetic 

field generation that are particular to planetary cores and we contra~t them with 

tho!'.e in the Sun. We g ive special consideration to numerical simulations that have 

played a major role in our understanding of the generation of planetary magnetic 

fie lds. 

7 .2 Geomagnetic field 

7.2.1 Field structure 

For the last four hundred years the Earth's magnetic field has been mapped suffi­

cie ntly well to determine its global structure. Most of the early measurements were 

taken rou1 ine ly by mariners (Jackson et al., 2000). Usually on ly the declination 

was recorded, i.e. the deviation of the horizontal component of the magnetic field 

from true north. Other measurements have been taken for scie ntific reasons and 

inc luded the inc lination, i.e. the angle between the fie ld direction and Ea1th's .sur­

face. In 1832, Carl Friedrich Gauss developed a method that allowed the intensity 

of the field to be measured in absolute tem1s for the first time. Not much Later the 

first permanent magnetic observatories were established. 

7. 2 Geomagnetic field 18 1 

Gauss was also the first to real izc that the magnetic fi eld B near the Earth ·s 

surface (and in general in a source-free region) can be represented as the gradient 

of a :,calar potential <f>. He introduced the presentation of the field in terms of 

spherical harmonic functions and Gauss coefficients g;;• and /z~' . as they are now 

called: 

:x. 
11 (R )"+I 

<P = Rp LL -/- P,;"(cosfJ) (g~' cosmA. + h~' sin mA.) . 
11=1 m=O 

(7.1) 

where r is the distance from the planet's center, Rp is the (equatorial ) radius of 

the planet. e is the co-latitude, A. longitude. 11 and m are spherical harmonic degree 

and order, respectively, and P,:11 are the associated Legendre functions in the so­

called Schmidt normalil:ation. s? describes the axial dipole ("axial" means aligm:d 

with the planet's rotation ax.is), g/ and hl the equatorial dipole, terms with n =2 
the quadrupole, those with /1 = 3 the octupole, and so on. Equation (7 .1) is fonnu­

lated such that the coefficients g and h have the unit of magnetic.: induction (here 

also called magnetic fi e ld strength). Usual ly the sub-unit nanotesla (nT) is used in 

·geophysics and planetary sciences ( I 00 000 nT = I gauss). 
Often a characterization of the magnetic field of planets other than Earth in terms 

of a dipole that is offset from the planet's center can be found in the literature. 

This is an outdated description. because it is very implausible that the dynamo 

region is not spherically symmetric with respect to the planet's center of mass. A 
combination of a planetocentric dipole and higher mulripoles is equivalent to an 

off-center dipole. 

The complete description of a potential field requires additional tenns in 

Eq. (7.1) that vary with radiu!. a-; (r / Rp)11
-

1• These terms describe a field com­

ponent of external (ionospheric or magnetospheric) origin. Gauss found that for 
the Earth they are small in comparison to those describing an internal field (see 

Section 7 .3 for the impact o n measurements of fields from other planets using 

spacecraft flybys). 

The properties of the recent geomagnetic field have been mapped with high 

spatial resolution by dedicated satellite missions carrying magnetometers in a low­

Earth orbit, namely MAGSAT i_n 1980, and 0RSTED and CHAMP since 1999 
and 2000, respectively (Olsen et al., 2007). Spherical harmonic representations of 

the Earth's internal mag netic fie ld up to degree and order 100 are avai I able. W he n 

aiming at an understanding of the geodynamo, it is more meaningful to consider 

the magnetic field structure at the surt'ace of the core, within which the dynamo 

process operates. rather than at the Earth's surface. To the extent that there are no 

significant sources or the magnetic fie ld in the Earth's crust and mantle (made of 

silicate rock). Eq. (7. I) can be used to downward continue the magnetic field from 

r ~ Rp. where it is observed. to the core surface at Re. In Fig. 7. I spatial power 



182 Planetary.fields and dvnamos 

106 

105 

104 

103 0 

10-4 

10-s 

10-{i ~~ ......... ~~~~ ......... ~~~~~~ 
5 10 15 20 25 30 

n 

Fig. 7.1. Spatial power spectra of the geomagnetic field in 2004 according 
to the POMME model (Maus et cit., 2006) as function of spherical harmonic 
degree 11 at Earth's surface (circles) and at the core-mantle boundary (triangles; 
offset in amplitude). Note that structures of the core field corresponding to 
n > 13 are veiled by the crui;tal magnetic field. and that the apparent 1ise in the 
power specirum does not reveaJ the properties of the deep geomagnetic field. 
Units areµ T2 for lhe surface field and mT2 for the core field. 

speclra or the magnetic field are compared for che Earth's surface (circles) and the 

core-mantle boundary (triangles). The degree power at radius r is given by 

(
R )211+4 11 

P,, = (n + J) -;! L ( (g;;i) 2 + (h~'/). 
m=O 

(7.2) 

The spectrnm at EartJ1's surface drops sharply up to spherical harmonic degree 13, 
and is nearly white beyond that. The spectrum of the field projected onto the core­

mantle boundary is almost white up to n = 13, except for the dipole term. which 

stands out by a factor between five and ten. For n > 13 the spectrum rises steeply, 

which is considered to be a very unlikely propeny of the core field. The generally 

accepted interpretation of these spectra is that the field at the fauth 's surface is dom­
inated by the core field at large scales up ton~ 13. At shorter scales the geometric 

attenuation of the core field with radius is very strong (Eq. 7 .1). The relatively 

weak magnetic field due to the [nhomogeneous remanent and ir1duced magneti­

zation of small amounts of ferromagnetic minerals in the Earth's crust takes over 

and dominates the observed surface field. Projecting th is small-scale field onto the 

core-mantle boundary is unphysical and leads to the blue spectrum for n > 13. As 
a consequence, we know the magnetic field at the surface of Ea1th's core only at 

7.2 Geomagnet.icfield 

Fig. 7.2. Radial component of the geomagnelic field at the Earth's surface (a) and 
at the core- mantle boundary (b). Full lines for inward magnetic flux and dashed 
lines for outward flux. Contour intervals are arbitrary and different in the two 
panels. 
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large and intermediate wavelengths. Structures of the core field corresponding to 
n > 13 are veiled by the crustal magnetic field. The fine structure at the top of the 

solar dynamo is much better resolved than that of the geodynarno. 

Figure 7.2 shows the radial component of the geomagnetic field at the Earth\ 

su1face (panel a) and, truncated at n = 13, al the core- mantle boundary (panel b). 

Al the surface, the dipole part is very dominant. At the core- mantle boundary, in 

concrasl, the dipole dominance is still visible, but lhere is significant structure at 
smaller scales. Most of the dipole field is formed by strong concentrations of mag­

netic flux into four lobes, two in each hemisphere, centered at ±(60°- 70°) latitude. 

The prominent flux lobes in the Northern Hemisphere, under North America and 

Siberia, have counterparts in the Southern Hemisphere that lie at approximately the 

same longitudes. Close to the rotation poles, the flux is weak or even inverse with 
respect to the dominant polarity of the respective hemisphere. Patches of magnetic 

flux of both polarities are found at low and mid-latitudes. 
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The nm magnetic field strength at the core-mantle boundary is 0.39 rnT in har­
monic degrees from I to 13. lt is uncertain how much components with n > 13 add· 
po:-.sibly they might double the mean strength. The mean field strength inside th~ 
dynamo is even more difficult to estimate. Speculations that the toroidal magnetic 
field in the Earth·~ core would be much stronger than the poloidal magnetic field. as 
it likely is in the Sun. are nae supported by geodynamo models. A range of 1-4mT 
(10-40 G) seems plausible for the internal field strength of the gcodynamo. 

Figure 7.2 represents a snapshot of a time-dependen t magnetic field. Maps of 
the core field based on the historical record of observation~ have been constnicted 
back until the year 1590. although with degrading spatial re~olution (Jackson et al., 
2000, 2007). Although the details of the field structure change. some general traits 
seem to remain the same. The No1thern Hemisphere flux lobes, in particular, are 
persistent and ~tay more or less in place. 

7.2.2 Time-variability of Earth'sfield and /lie paleofield 

Tht:: Earth ·s internal magnetic field changes on various time scales ranging from 
one year to a hundred million years. The changes that occwTcd during the past 
400 years are documented by direct measurements. Going further back in time is 
possible by accessing the huge archive of magnetized rocks. which date back to 
various epochs of geological time and which recorded the magnetic field at the 
time of their formation. 

7.2.2. 1 Secular variation 

The non-axial dipole part of the Earth's field, comprising the e4uatorial dipole 
and higher multipoles. changes significantly over a century. This is called t11e geo­
magnetic secular variation. Even in the eighteenth century it was noticed that part 
of lhe variation can be described as a westward drift of magnetic structures. The 
axial dipole changes more slowly; since 1840 the dipole moment has decreased by 
about 9%. 

Much more recemly. the magnetic Jield changes at the con:-mant'le boundary 
have been used to infer the flow of liquid iron at the top of Earth's core. This is 
based on the assumption that on the de{'.:adal time scale the magnetic flux is approx­
imately frozen into the moving fluid (AJfven's theorem, see Yul. T, Section 3.2.3.1 ). 
This alone is not sufficient co invert the field changes uniquely for the pattern 
of the large-scale flow and additional assumptions must be made (Holme, 2007). 
Figure 7.3 !>hows an example for a map of lhe core flow; other m::tp!> are broadly 
similar. The predominantly westward flow associated with the westward maonetic 

t:> 

drift is restricted to the Atlantic hemisphere of the globe (where the westward drift 

7.2 Geomagneticfield 

Fig. 7.3. Streamlines of the flow at the surface of the Earth's co~e inferred from 
lhe geomagnetic secu lar variat ion under the frozen flux assumpuon for the year 
1980. (Adapted from Amit and Christensen, 2008.) 
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was discovered originally), but is not found globally. A typical flow velocity is 
15 km yc 1 (0.5 mms- 1

). 

U::.ing this velocity estimate and the estimate for the internal field strength of 
the geodynamo from above, the magnetic energy density in the core is roughl_y 
three orders of magnitude larger than the kinetic energy density (although there 1s 
some uncertainty about the energy in small-scale components, in particular of the 
velocity field). This is in contrast to conditions in the convection zone of the Sun. 
where these two energy densities are comparable on average. 

7.2.2.2 Tfze Earth's paleofield 

Most rock!> contain small (sometimes minute) amounts of ferromagnetic miner­
als. A remanent magnetization can be acquired in various ways when a rock is 
formed. Of particular importance is the thermoremanence of a magmatic rock that 
cools in an ambient magnetic field below the Curie temperature (where a mineral 
becomes magnetic) and the blocking temperature (where the acquired magneti­
zation becomes insensitive to later changes in field direction). From oriented and 
dated rock samples the field direction and sometimes the magnetic field strength at 
the time of their formation can be determined. This is not straightforward. because 
alterations of the rock al some later time may involve the formation of new fer­
romagnetic grains and lead to a "magnetic overprint". To unravel the magnetic 
palimpsest. each rock sample is stepwise demagnetized in the laboratory, by heat­
ing it up or by the application of an AC magnetic field. The resulting changes in 
the direction and intensity of the remanence signal are measured in order to retrieve 
the primary magnetization. 

This technique and its refinements have been applied to rock samples of all ages 
and also to artifacts. such as potsherds, which provide more detailed information 
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for the past couple of thousand years. The oldest rocks that have been used for 

robust paleointensity measurements date back 3.2 bitlion years (Tarduno et al., 
2007). Although the intensity of the geomagnetic field fluctuates on various time 
scales. there is no long-term trend. For most of the time the intensity is found to be 
within a factor of two or three of the present field strength. 

The detailed geometry of the field is more difficult to determine from paleomag­

netic data, because the times of magnetization of samples from different locations 

are not synchronous. Furthermore, for rocks older than 5-10 million years con­

tinental drift becomes important, i.e. the location of the rock at the time when it 

was formed is not the same as it is today. ln fact, the movements of rhe continents 

are calculated from paleornagnetic data under the assumption that the geomagnetic 

field is a geocentric axial dipole when averaged over long time intervals. Paleomag­

netic data from the past 5 million years (for which the effects of continental drifl 
are small) strongly support this hypothesis. The scatter found in these data, which 

is due to the combined influence of dipole tilt and of higher multipole contributions 

to the magnetic field, suggests that most of the time the amplilUde of these two has 

been similar to what it is in the recent geomagnetic field. Tbe dipole dominance is 

more difficult to prove for earlier times. but the available evidence is in support of it. 

In summary, the Earth's magnetic field has not changed dramatically over 

the past three billion years in geometry or strength. A detailed account of our 
knowledge of the paleofield can be found in the book by Merrill et al. ( 1998). 

7.2.2.3 Dipole reversal~ 

One of the earliest findings by paleomagnetisrn is the occurrence of reversals of 

the dipole field . Today a detailed chronology of the geomagnetic polarity during 

the past couple of hundred m:illion years has been established (Fig. 7.4 shows the 

past 120 million years). Compared to the length of periods with st.able dipole polar­
ity of some hundred thousand years, reversals are fairly rapid. The lime interval 

during which the dipole axis is strongly tilted may last several thousand years. Dur­

ing reversals the dipole docs not simply tip over. but also becomes much weaker, 

whereac:; the strengrh of higher muhipole components does not seem to change 

much. Hence, the field ar the Earth's surface becomes multipolar during a reversal. 
Aside from complete reversals, so-called geomagnetic excursions are also found in 

the paleomagnetic data. During these short events. the dipole axis becomes strongly 

tilted. often by more than 90°. but swings back to its original orienration. 

On average, the geomagnetic field has reversed a few Limes in a million years 

du1ing the recent geological past. 1n contrast to the cyclic behavior of the solar 
magnetic field, the timing of geomagnetic reversals is random: rhe probability of a 

reversal to occur is independent of the rime that has passed since the Jase rever­

sal. However, on time scales of 100 million years the reversal frequency itself 
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Fig. 7.4. Polarity of the geomagnetic field for the past 120 mi Ilion years, with time 
running backward from left to right in each row (before presem - BP. i.e. 195~ -
in uni ls of millions of years). Dark regions indicate times when Lhe dipole polanty 
was the same as today, in white regions it has been opposite. 

changes drastically. Tn a 35 million year time interval that ended 83 million years 

ago, the so-called Cretaceous superchron, no reversals occured at all. The rever­

sal frequency increased gradually after the superchron, and decreased before the 
superchron. Other superchrons existed earlier in Earth's history. but are less well 

documented. The reversal frequency changes on a time scale that is comparable to 

the overturn time of the sluggish convection in the Earth's silicate mantle. For this 

reason it is assumed that the reversal frequency may be controlled by the slowly 

changing conditions in the lowermost mantle, for example its thermal structure, 

which would affect convection in the liquid core. Further details on reversals are 

found in Merrill el al. ( 1998) or Glatzmaier and Coe (2007). 

7.3 Magnetic fields of other planet.'! and satellites 

The magnetic fields of all major planets in the solar system have been character­

ized by space missions during flybys or from orbiting spacecrafl carrying vector 

magnetometers (Connerney, 2007; see Vol. I, Chapter 13 for a discussion of plane­

tary magnetic fields and their associated magnetospheres). So far. this has provided 

only relatively crude snapshots in comparison to our knowledge of the geomagnetic 

field. Next to nothing is known abouc the time variability of the magnetic fields of 
planets other than Ea11h. In some cases the separation of internal (dynamo) and 

extemal (magnetospheric) contributions to the field observations is a significant 

source of uncertainty. Table 7. I gives an overview on the field properties of the 

planets and some of their satellites. 
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Table 7 .1. Properties of magnetic fields of planets and satellites. 

Object Active dynamo Rc/Rp Bm1sf nT] Dipole tilt 

Mercury Yes? 0.75 300 <50? 
Venus No 0.55 
Earth Yes 0.55 44000 10.4" 
Moon No; yes in past? 0.2? 
Mars No: yes in past 0.5 
Jupiter Yes 0 .84 640000 9.40 
Ganymede Yes 0.3 I 000 40 
Saturn Yes 0.6? 31000 oo 
Uranus Yes 0.75 48 000 59° 
Neptune Yes 0.75 47000 45° 

P2/P1 

0.1-0.5? 

0.04 

0.10 

0.02 
1.3 
2.7 

0.24 

0.09 

0.22 
1.5? 
6? 

Listed are the ratio Rel Rp of the core to UJe planetary/satellite radius, the rrns value 
Br·~·~ of !he surface magnetic field, the dipole ti It angle relative to the spin axis, and the 
ratios ot quadrupole power or octupole power to the dipole power ( Pz/ P1 and P3/ p

1
) al 

the outer bo~ndary of the dynamo at r = Re. See Fig. 13.2 in Volurne I for a graphical 
respresentatton of the magnetic fields of the Earth and the giant planets. 

Mercury The discovery of Mercury 's internal magnetic field during a flyby of 
Mariner 10 in l 975 crune as a surprise. Before then, it was believed that internal 
activity had ceased in the small planet. The flybys of the MESSENGER spacecraft 
in 2008 confirmed that the :field is dominated by a dipole slightly tilted relative to 
the rotation axis. The relative importance of higher multipole contributions remains 
uncertain. The field strength at the planetary surface is Bmis ~ 300 nT. Finding an 
explanation for this very low value, compared to those of other planets with a 
dynamo, is a challenge for the theory of planetary dynamos. 

Venus No intrinsic magnetic field has been observed at Venus. The upper limit 
for the dipole moment is 10- 5 of Earth's value. Unlike in the case of Mars (see 
below), a small -scale magnetic field due to remanent magnetization of crustal rocks 
that could be indicative for an ancient dynamo has not been observed either. How­
ever, the Venusian surface temperature of ,._,735 K is close to, or above, the Curie 
temperature of fen-omagnetic minerals. Also, there is evidence that Venus' entire 
crust was renewed some 500 million years ago, which would have erased any 
magnetization that might have existed before. The answer to the question whether 
Venus once had an operating dynamo therefore remains elusive. 

Moon The Earth's satellite has no global field at present. Small-scale magnetic 
fields that locally reach a strength of several tens of nT have been observed. Lunar 
rock samples brought to Earth by the Apollo missions show remanent magnetiza­
tions. The origin of the magnetization could be the field of an ancient dynamo, but 
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the small size of the lunar core and the associated geometric decrease of the field 
strength may be a problem. An alternative hypothesis for the acquisition of the 
magnetization involves strong local magnetic fields in the plasma clouds generated 
for a short time by big meteor impacts. 

Mars Mars has no global magnetic field, but strong fields of crustal origin exist 
at che local or regional scale. Their ampl itude is several hundred nT at a spacecraft 
altirude of 200 km, corresponding to probably several thousand nT at the Martian 
surface. This is considerably stronger than the magnetic field contribution from 
crustal magnetization on Eruth. The only plausible cause for its acquisition is the 
existence of a strong global field generated by an early dynamo. Pronounced local 
fields are found in the very old southern highlands on Mars and are nearly absent in 
the younger northern lowlands. From the magnetization (or its absence) associated 
with large dated impact basins it has been estimated that the dynamo ceased to 
operate 4.1 billion years ago (i.e. around the time of the Late Heavy Bombardment, 

· see Chapter 4). 

Jupiter The detection of Jupiter's global magnetic field pre-dated the planet's 
exploration by spacecraft. It was inferred from the observation of strong emissions 
of radiowaves in the decameter wavelength range . These are generated by energetic 
electrons that gyrate around magnetic field lines close to Jupiter's surface (Barrow 
and Carr, 1992). Jupiter's :field is about ten times stronger at the surface than the 
geomagnetic field, but the morphology is fairly similar: the dipole tilt is around ten 
degrees, and the ratios of the quadrupole and octupole components lo the dominant 
dipole component are similar for both planets. 

Saturn Saturn's field is shghtly weaker at the surface than Earth's field. The 
dipole tilt is indistinguishable from zero. Furthermore, only zonal quadrupole and 
octupole components are needed in addition to the axial dipole to fi t the field mea­
surements by passing spacecrafts and the Cassin.i orbiter. This creates a problem for 
dynamo theory. because a strictly axisymmetric magnetic field cannot be generated 
by a dynamo according to Cowling's theorem (Section 4. l.5 in Vol. I). 

Uranus and Neptune Uranus and Neptune can be dealt with jointly: their mag­
netic fields are similar to each other, yet distinct from those of other planets. So 
far. Uranus' and Neptune's fields have been characterised during a single flyby by 
Voyager 2 ar each of these pJanets an<l uncertaincies remain concerning details of 
the field structure. However, while the surface field strength is comparable to that 
at Earth, the geometJ·y is clearly different. The dipole axis is strongly inclined with 
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re!>pccl to the rotation ax is and quadrupole and probably octupole contributions 
are comparable to the dipole magnitude al the &urface. At the probable radiu& of 
the top of the dynamo region, Lhe quadrupole and octupole field are stronger than 
the dipole rield (Table 7.1). While all other dynamo-generated planetary magnetic 
fields in the solar system are dipole-dominated, those of Uranus and Neptune must 
properly be termed multipolar. 

Ganymede Jupiter·~ largest moon Ganymede is the only satelli te in the solar 
system for which a global field with a probable dynamo origin has been found. 
Ganymede orbits inside Jupiter's magnetosphere and the strength of the Jovian field 
at Ganymede is about 120 nT, or one-eighth of Ganymede's intrinsic field . Other 
Jovian satellites have weak induced fields. The temporal change of Jupiter's fi eld al 

the satellite position due 10 the rotation of the plancl with its tilced dipole induces 
currents in tbe electrically conducting interior of the satellite. The slrength of the 
induced field is al most comparable to that of the induci ng fie ld. Ganymede's field 
also has this component, but the surface field strength of 1000 nT is much larger 
than that of the Jovian fi eld at this distance. The observations taken during repeated 
flybys of the Galileo spacecrafr require a nearly axial dipole field that is intrinsic 
to Ganymede. 

7.4 Structure and energy budget of planetary interiors 

ln this section the internal structure and chc energy budget of planetary interiors 
are discussed as far as they are relevant for the operation or a dynamo. We distin­
guish between the rocky (terrestrial) planets of the inner solar system and the gas 
planets in the outer solar system. Both types of planets can host dynamos. although 
their structure and their energetics are different. A schematic overview of planetary 
internal structure is given in Fig. 7.5. 

7.4.1 Earth 

Earth serves as the prorotype for the terrestrial planets. Its interior structure is 
known in some detail from seismology. Observations of the travel times of com­
pressional waves and shear waves, and of frequencies of free oscillations of the 
Earth (which are excited by big earthquakes). can be inverted for the distribution 
of elastic properties and density inside our planet. There is a core with radiu!> 
Re:::::: 0.55Rp. Its outer parr does not support the propagation of shear waves and 
hence is liquid. The small inner core, with a radius Ric= 0.35Rc, is clearly dis­
tinct. Since its di~covcry in l 935, it has been assume<! to be solid. This is nol 
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Fig. 7.5. fntcrior ~tructure of planets with active or extinct dynamo~. The top row 
l>how:-. the rocky (terrestrial) planets, <1nd the bouom row the much larger gas 
planet... Larger planets are shown slightly larger. but relative sizes arc nm drawn 
to scale. 
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easy to prove, but from the observed frequencies of free oscillation modes that 
are parti<.:ularly sensitive to the shear strength in the inner core, it ha been made 

certain. 
The core appears to consist predominantly of iron. Iron is the on ly element with 

sufficient cosmochemical abundance for which density and compressibility at the 
appropriate pressures and temperatures match the seismologically determined val­
ues of the core. Nickel also contributes, but is very similar in properties to iron. 
However. the dcnsicy in the outer core is lightly les than that of pure iron-nickel 
and-... 10% of a light chemical element must also be present. Silicon and oxygen 
are the top candidates. although others such as sul fu r are likely to contribute. The 
composition of the solid inner core is closer to pure iron-nickel. 

The total internal heat Row at the fau·th's surface is 46 TW (although a large 
number, it is only 0.03% of the total power coming into the Earth's atmosphere by 
insolation). Roughly one-half of it is balanced by the heat generated by the decay of 
uranium, thorium, and the potassium isotope 4°K inside the Earth. The remainder 
of the heat flow is due to the cooling of the Earth. The loss of gravitational potential 
energy as. ociate<l with the contraction of the Earth contributes a modest amount. 
but is much less important than it is in young stars or in gas planets. How much 
of tht:. Earth's heal fiow comes from the core is rather uncertain. Recent estimates 
that are based on different lines of evidence mostly fall into the range 5-15 TW 
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(Nimmo, 2007. Lay et al., 2008), although values as low as 3-4 TW have also been 
discussed. Most of che radioactive elements reside in the silicate crust and mantle. 
Some potassium may be present in the core, but the majority of the core heat must 
be due to cooling. It is important to note that the heat loss from the core is regulated 
by the slow solid-~tale convection in the mantle. The core, which convects vigor­
ously in comparison lo the mantle and which is thermally well-mixed. delivers a~ 
much heal as the mantle is able 1:0 carry away. 

Radiative heat transfer is not ~m issue in planetary cores. but liquid metal is 
a good thermal conductor. The heat flux that can be transpo1ted by conduction 
along an adiabatic temperature gradient, (dT /dr)acJ = T /Hr, is sometimes called 
the "adiabatic heat now'' (Tis absolute temperature, Hr= Cp/(ag) is the temper­
ature 11cale height with c P the heat capacity. a the thennal expansivicy and g the 
gravitational accelcrarion). 111 teITestriaJ planets, the adiabatic heat flow can be a 
large fraction of the acluaJ heat llow, or ic may exceed the actual hear llow, in which 
case at least che top layers of Che core would be thermally stable. Near tbe top of 
Earth· core approximately 3-4 TW can be conducted along the adiabat (Lay et al., 
2008). i.e. close co the minimum estimates for the entire core heat flow. But even 
if all heat flux near the core-mantle boundary were carried by conduction, a con­
vective dynamo can exist thank~ to the inner core. At the inner core boundai)'. the 
adiabatic temperature profile of rhe convecting outer core crosses the melting point 
of iron. The latter increases with pressure more steeply than the adiabatic gradient, 
which is the reason why the Enrth 's core freezes from the center rather than from 
above. As the core cools. the inner core grows with time by freezing iron onto ic~ 
outer boundary. This has two important implications for driving the dynamo. The 
latenc heat that is released upon solidification is an effective heat source, which con­
tributes lO the heat budget approximately the same amount as the bulk cooling of 
the core. The heat llux chat originates at the inner core decrea')eS with radius a!. ,.- 2 

in the spherical geometry of lhe fluid core. The adiabatic temperature gradient is 
roughly proportional tor. because gravity decreases towards the cenler. Therefore, 
even if the actual hear flux were slightly less than the adiabatic beat flux near the 
core- mantle boundary, it must be superadiabatic deeper down. A ~econd, perhaps 
more important effecl is that the light elements in the outer core arc preferentially 
rejected when iron freezes onto lhe inner core. Hence, chey become concentrated 
in the residual ftujd near the inner core boundary. This layering is gravitationally 
unstable because of rhe reduced density, which leads to compositional convection 
that homogenizes the light elements in the bulk of the Ouid core. Compositional 
convection contributes us much as. or more than, thermal convection to the driving 
of the gcodynamo in recent geological time!>. 

Most models for the inner core growth rate imply that the inner core did not 
exist for most of the history of the Earth. Rather, it would have nucleated between 
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0.5 and 2 billion years ago. In the absence of an inner core. only thermal convecti_on 

by secular cooling of the fluid core (and perhaps radioacti~c heating) can _ dnve 
a dynamo, which is less efficient than the present-day setting. ~ change t~ the 

eomaonetic field properties mighc be expected upon the nucleallon of the mner g e . . 
core. but no clear indication for such an event has been found 111 the paleomagnetJc 

record. 

7.4.2 Other terrestrial planets 

Few data are available to constrain the internal structure and thermal budget ofter­
restrial planets other than Earth (Sohl and Schubert, 2007; Breuer et al., 2007). The 
mean density and the composition of surface rocks strongly suggest that they are 
differentiated into crust, mantle. and core, as is the case for Earth. The rnornent-of­
inertia factor C/ MR~, where C is the polar moment of inertia and M the planetary 
mas!., is sensitive to the radial variation of density inside the planet. Aside from 
·Earth. the only other terrestrial planet for which it has been constrained !-.O far is 
Mars, where it confirms the ex istence or a core. The observed reaction of Mars to 
solar tides shows that the core must be at least partially liquid. The observation of 
forced librations, i.e. slight! y uneven roration under the influence of a solar torque. 
suggests the same for Mercury. Because of Mercury·s high mean density its core 
must be very large in relation lo the size of the planet. I lowever, the core radius can­
not be constrained precisely in the cases of Mercury, Venus, Mars, and the Moon. 
A major source of uncertainty is the amount of light elemenL5 in the cores of these 

bodies. 
No direct evidence on the exiscencc or non-existence of a solid inner core is 

available for any planet other than Earth. But the possible absence of an inner core 
could explain why Venus and Mars do not have an active dynamo. On Earth man­
tle convection reaches the surface in the form of plate tectonics, which is a fairly 
erflcient mode of removing heat from the interior. None of the other terrestrial 
planets have plate tectonics. In their cases. mantle convection b confined to the 
region below the lithosphere, a rigid lid of some I 00-300 km thickness through 
which heat must be transported by conduction. Without plate tectonics, the heal 
flow is expected to be significantly lower not only at the surface. but also at the 
top of the core. where it is very probably subadiabatic. If no inner core exiscs to 
provide latent hear, it is then subadiabatic throughour the core. Furthermore, com­
positional convection is also unavailable to drive a dynamo. The slower cooling 
of the planerary interior in the absence of plate tectonics concurs with rhe idea 
!hat an inner core has not (yet) nucleated in the cases of Mars and Venus. Early in 
the planets' histo1y the cooling rate was probably much higher and the associated 
core heat flow large enough for thermal convection. The demise of the dynamo 
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must have occu1Ted when the declining heat flow dropped below the conductive 
lhreshold. 

7.4.3 Gas planets 

Jupiter and Saturn arc similar in composition Lo the Sun (Gu illot and Gautier 
2007). Shells of a hydrogen-helium mixture surround a ~mall rocky core. In tb~ 
outer envelope. where hydrogen form~ H2 molecules, the electrical conductivity 
is poor. At high presi>ure. hydrogen becomes a metallic liquid with free electrons 
(density is too high while temperatures are not high enough to call it a plasma). 
Shock-wave experiment!> show that lhere is no first-order phase transition. but 
the electrica l conductivily rises graduall y and reaches metallic values at around 
1.3 Mbar pressure (Nellis et al., 1999). This is reached at a depth corresponding to 
84% of Jupiter's radius and 62% of Saturn's. 

Uranus and Neptune also have an envelope rich in hydrogen and helium. but the 
bulk of their rna~s con~ists of a water-rich mixture of water, ammonia and methane, 
termed .. ices" in planetology. even if in a Jluid srate (Guillot and Gautier, 2007). 
The ice layer extends to approximately 75% of the radius. It hai> ionic electrical 
conductivity, which is two orders of magnitude lower than the metallic conductiv­
ity in the cores of terrestrial planets and the large hydrogen planets. but probably 
sufficiently high to sustain a dynamo. 

The internal heal flow of the gas planets has been de1ennined by monitoring their 
infrared luminosity in exce!>s of the re-emission of absorbed -;unlight. The ~ource of 
internal heat i mostly the potential gravitat ional energy lost upon contraction. The 
results of simple evolution models of the planetary interior agree with the observed 
luminosity of Jupiter, but underpredict it in che ca~e of Saturn and overpredict it for 
Neptune and in particular for Uranus. The He/H-ratio in Snrurn '&atmosphere .~eems 
to be less than the solar ratio. Stevenson ( 1980) proposed that helium become5 
immiscible with hydrogen in the upper part of the metallic layer in Saturn, resulting 
in a downward segregation in the form of a "helium rain". The gravitational energy 
of the ongoing internal cJifforenciation boosts the luminosity to the observed value. 
The ratlial dependence of rhe helium depletion in the upper pa1t of the metallic 
shell results in a srabJe compositional stratification which suppre<;ses convection. 
For Uranus and Nepnme it has been suggested chat stratification in deeper part<; of 
the ice layers inhibits convection and explains the reduced ability of these planets 
to lose internal heat. 

The possible composi1ional stratification may impede convection in the electri­
cal ly conducting cores of the outer planets, but thermal conduction along an adiabat 
is insufficiem Lo transporl the observed amounts of incemal heat. In composition­
ally stratified regions the thennal gradient must be superad iabatic and unstrati fied 
layers should convect vigorously. 
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7.5 Some basics of planetary dynam~ 

Planetary dynamo~ share wirh stellar dynamos that the basic phy~ical c~ncept for 
chcir description is that of convection-driven magnetohydrodynam1c flow 1n a rorat­
• 0 spherical shell combined with the associated magnetic induction effects. The 
tn,, . . . 6 d . 
principle~ of such dynam?s. have. been discussed LO d~cail 10 Chapter, an. in 

Vol. I. Chapter 3. but here 11 1s useful to recall some requtremcnts and assumptions 
for planetary dynamos. Ne>.t. specific conditions for the magnetohycJrodynamic 
How in planetary cores are discussed: these Hows are, for example, more strong ly 
influenced by rotational forces than the flow in the solar convection zone. 

Inside a shell of tlcpth cl with an electrical conduclivity a lhe fluid must move 
with a sufficiently large characteristic velocity u. so that the magnecic Reynolds 

number 
vd 

Rm=T (7.3) 

·exceeds a critical value R111 • .:rit in order to have a self-sustained dynamo (A. = l/fet!W 
is the magnetic diffusivity. wi th µ 0 magnetic permeability). The flow pattern must 
al..,o be fa,·orable for dynamo action, wh ich require:. a ce1tain complexity. In par­
ticular. hdical (corhcrew-Lype) motion with a large-scale order in the tlistribution 
of right-handed and left-handed helices is suitable. The Coriolis force plays a -;ig­
nificant part in the force balance of the fluid motion and inOucnces the pallern of 
convection. With this. the requirement for "flow complexity" seems to be satisfied 
and self-su~tained dynamo action ii. possible above Rm.cri1~ 40-50 (Christensen 
and Auhert, 2006). 

At greater depth in the solar convection 1one. the magnetic Reynolds number 
rcache5 values of order 109 for molecular values of the magnetic diffu~ivity (see 
appendix to Chapter 5). In the gcodynamo R111 is approximately 1000. This fairly 
moderate value allows for the direct numerical simulation of tbe magnetic field 
evolution without the need to use an ''effective diffusivity" or a paramcterinttion 
of the induction process 1hrough a turbulent a -effect (Section 3.4.6 in Vol. I and 
Section 6.2. l ). The abilicy to run simulations at the relevant value of Rm may be 
the most important cause for Lhe success of geodynamo models. 

The den~ity in the Sun varie~ by many orders of magnitude with depth and the 
convection region spans many den~ity scale heights. The density change~ associ­
ated with radial motion are thought to be important. Flow helicity arises in the 
Sun because of the action of the Coriolis force on rising expanding and si nking 
contracting parcels of plasma (Section 5.2.4). Strong magnetic flux LUbes have 
their own tlynamics. becau. c the reJuction or lluid pressure that compensates mag­
nc11c pressure reduces their density and makes Lhem buoyant (Section 5.4.3). ln 
conrrast. the dynamo region in Jupiter covers approximately one density scale 
height and it cover!> much less in terrestrial planets. The two compressibility effects 
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mentioned before probably do not play a significant role in planetary dynamos. 

Present geodynamo models usually neglect the s malJ den~ity variation and as'>ume 
incompressible tlow in the Boussinesq approximation (where density differences 

are only taken jJllo account for the calculation of buoyancy forces). 

Many models of the solar dynamo assume I hat most of magnetic field genera­

tion occurs at lhe tachocline, the shear layer between the radiative deep interior 

and the convection zone of the Sun (Section 5.5.5). For planetary dynamos Lhe pro­
cess of magnetic field generation is thought to occur in the bulk of the convecting 

layer. 

The thinking on planetary dynamos has been shaped by the theory for the onset 
of rotating convection and by theoretical arguments on the dominant force balance 

for the flow in planerary cores (Jones, 2007). The relevant equation of motion for 
an incompressible fluid is 

where v is velocity, e a unit vector, Q rotation rare, p dt:ni:.ity, P non-hydrosiatic 

pressure, v kinematic viscosity. ct thennal expansivity, g gravity, T temperature, 

B magnetic field, j = µ 01 V' x B current density, r radius, aud z the direction 
parallel to the rotation axis. The terms in Eq. (7 .4) describe, in order, the linear and 

non-linear part'> of inertial forces, Coriolis force, pressure gradient force, viscous 

force, buoyancy force, and Lorentz force. 

In the non-magnetic and rapidly rotating case, the primary force balance is 

between the pressure gradient force and the Coriolis force (gcostrophic balance), 

simi lar to large-scale weather systems in the Earth's atmosphere. Ignoring all other 

terms in Eq. (7.4) and taking the curl. we arrive at the Taylor-Proudman theo­

rem, which predicts the flow to be two-dimensional with av ;a: = 0. The only 
type of perfectly gcostrophic flow in a sphere, i.e. a flow that satisfies this concli­

tion, is the differential rotation of cylinders that are co-aligned with d1e rorarion 

axis (geostrophic cylinders). Such flow can neither tran~port heac in the radial 

direction, nor can it act a5 a dynamo. Convection requires motion away from 

and towards the rotation axis. This must violate the Taylor-Proudman theorem, 
because a column of fluid that is aligned with the z-direction will then stretch or 

shrink because it is bounded by the outer surface of the ~phere. Hence the veloc­

ity cannot be independent of :. The nece<;sity to violate the Taylor- Proudman 

theorem inhibits convection and requires that some other force, such as viscous 

friction, must enter the force balance. ln order for viscosity to do so, the length 

scale of the now must become s maJl. at least in one direction. But the flow 
maintains a nearly geostrophic structure as far as possible. At the onset of con­

vection ic takes the form of columns aligned with the rotation axis (Fig. 7.6; see 

7.5 Some basics of planera1}' dwiamos 197 

Q 

r., 7 6 Columnar convection in a rotating sphcric<tl shell near on,et. The inner ig. . . ct•. h 
core tangent cylinder i1> shown by broken lines. Under Earth's rnrc con 1t1ons t e 
columns would be much thinner and very numerous. 

also Section 5.2.4 ). They surround the inner core tangent cylinder like pins in 
a rolkr bearing. The tnngent cylinder is parallel to the :.:-axi:. and touches rhe 

inner core at the equator. lt separates rhe fluid wre into dynamically distinct 

region'>. . 
The primary circulation is around the axes of these column<;. However, 111 

addirion there is a net l'low along the column axei:. which diverges from the equa­

torial plane in anticyclonic vortices and converges towards the equatorial plane in 
column~ with a cyclonic sense of rotation. The combination implies a coherently 

negative flow helicity in the northern hemisphere and positive helicity in the so~th­
ern hemisphere. Bu%e ( 1975) demonstrated that this flow can i:.crvc as an efficient 

dynamo of the a 2-typc (Section 3.4.6.2 in Vol. I). . . . 
When the motion becomes more vigorous at highly supercnt1cal convection and 

when a strong maonctic field is generated. other forces such as inertia (advection 

of momentum) a:d the Lorentz force can affect the flow. However. one differ­

ence between the ).Olar dynamo and planetary dynamos i ~ the different role of 

inertial forces vcr1:ous the Coriolis force. Their ratio is measured by the Rossby 

number 

(7.5) 

where v and e are characteristic velocity and length scales, re:,pcctively. Deep in 

the solar convection zone Ro ~ l when the pressure scale hei ght is taken as e. 
Wilh typical estimates for the flow velocity in the Earth's core ( 1 mm s- '_)· the 

Rossby number i. of order 1 o-6 when a global scale such a.\ the core radw or 
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shell thickness is used for e. Therefore, fluid motion in the geodynamo is often 

considered to be largely unaffected by inertial forces. The general force balance 

is believed to be that between Coriolis force, pressure gradient force, Lorentz 

forces, and buoyancy forces (MAC balance = Magnetic, Arcbimedean, Coriolis; 

Roberts, 1987). However, at small scales inertial forces may become important 

also in planetary dynamos and can potentially feed back on the large-scale flow 
(see Section 7.6.2). 

Like rotation, the presence of an imposed unifonn magnetic field inhibits con­

vection in an elect1ically conducting fluid. However, the combination of a magnetic 

fie~d and rotation reduces the impeding influence that either effect has separately. 
This constructive interference is most efficient when the Coriolis force and the 

Lorentz force are in balance. For an imposed uniform field this is the case when 
the Elsasser number. 

u B2 
A=-

2pQ' (7.6) 

is of order one. For this force balance, called magnetostrophic. the ftow pattern 
becomes large scaled. Applied to dynamos, it is argued that as long as the mag­

netic field is weak (A« l). any field growth will intensify convection, meaning 

more efficient dynamo action and further increase of the field. Field growth at 

A » 1 would weaken convection, hence it is assumed that the field equilibrates at 

an Elsasser number of one. The field strength inside the geodynamo or in Jupiter's 

dynamo seems to agree with the Elsasser number rule (Stevenson, 2003). However. 

nume1ical dynamo simulations put some doubt on its validity (see Section 7.6.5). 
A special condition applies to the integral force acting on geostrophic cylin­

ders in the azimuthal direction. Buoyancy has no azimuthal component and the 

Coriolis force and the pressure gradienr force are zero when averao-ed over the 
I:> 

surface of these cylinders. lf both viscous and inertial forces make a negligi-

ble contribution, the Lorentz force must also vanish, meaning that the magnetic 

field must maintain a special configuration. When this condition is satisfied a 
' 

dynamo is said to be in a "Taylor state". Disturbing the Taylor state will accel-
erate the cylinders, but the shearing of magnetic field lines penetrating neighboiing 

cylinders, which is associated with the differential rotation, provides a restor­

ing Lorentz force. The results are so-called torsional oscillations around the 

Taylor state, which in the Earth's core should have periods of some decades. 

Evidence for torsional oscillations has been claimed from fast secular varia­
tions of the geomagnetic field (Zatman and Bloxham, 1997). However, inertial 

effects of small-scale turbulent motion may contribute significantly to the accel­

eration of the cylinders, in which case the concept of a Taylor state is of limited 
value. 
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7.6 Numerical geodynamo models 

7.6.1 Setup and parameters for geodynamo models 

Most modern geodynamo models are direct numerical simulations of the equations 

for convective fl.ow in the Boussinesq limit for a rotating spherical shell and of 
the magnetic induction equation (Christensen and Wicht. 2007). The equations are 

usually written in terms of non-dimensional variables and dimensionless control 

parameters. Here. we give them in the form used by Christensen and Aubert (2006): 

av r 
-+u-Vv+2zxv+V'P= EV'2v+R;-T+(VxB)xB, (7.7) 
81 ' r o 

oB E 
- - V x (v x B) = -V2B. or Pm . 

BT E 2 
- +v-VT=-V T, ot Pr 

v . v = 0, V · B = 0. 

(7.8) 

(7.9) 

(7.10) 

Equation (7 .8) is the magnetic induction equation, which results from Maxwell's 

equations and Ohm's law for a moving fluid (e.g. Roberts, 2007), and Eq. (7.9) 
describes advection and djffusion of thennal energy, as measured by tempera­

ture T. The four non-dimensional control parameters are the Ekman number, 

measuring the ratio of viscous forces to the Coriolis force 

v 
E = Qd2' 

(7. II ) 

a modified Rayleigh number, measuring the ratio of buoyancy forces ro the 

impeding rotational forces 
,. ag0~T 

R,. = Q 2d . 

and the two diffusivity ratios: the Prandtl number 

v 
Pr=-, 

and the magnetic Prandtl number 

K 

v 
Pm= -. 

), 

(7.12) 

(7.13) 

(7.14) 

Here, g0 is gravity at the outer boundary, ~ T the (superadiabatic) temperature 

contra<>t and K the thermal diffusivity. (R;) 112 
is often called the convected Rossby 

number in the astrophysical literature. R: is related to the conventional Rayleigh 
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Table 7.2. Order of magnitude of dynamo control paramelers and diaf?nosric 
numbers in the Earth's core and in planetGJ}' dyncuno models. 

Control parameter.. 

R;JR;c E Pm Pr 

Earth·~ core --..sooo 10-15_10-1~ 10- 6- 10-s 0. 1- 1 Models 1- 1000 I0-3- 10- 6 0.1 - 103 
0.1- J03 

Diagnostic numbers 

R,,, Re Ru /\ 

Eai1h's core ,...., 101 
""' '°9 ~ 10-5 0.1- 10 Modcb 50-3000 10-2000 3 x 10- .i I() I 0.1- 100 

Listed <~re the 111odified Rayleigh number (Eq. 7.12), relative to the critkal vuluc for the 
onset ot co~wcct1on 1 n the absence or a magnetic field. the Ekman numhcr E (Eq. 7.11 ). 
lhc m~1gne11c Prandtl number Pm (Eq. 7. 14), the Prandtl number Pr (Eq. 7. 13), 1hc 
magnetic Reynold~ number Rm (Eq. 7.3). the Reynolds number Re = ud /11, the Rossby 
m~mber Ro (Eq. 7.5), and the Elsasser number/\ (Eq. 7.6). For comparison wilh values 
of 1he Prand11. Reynolds. and Rossby number~ in the solar interior, ~cc Table 5.1. 

number Ra=CXf?0D.Td
3
/(vK) by R:= RaE2 Pr- ' · Equations (7.7)- (7.10) must be 

completed by appropriate boundary condirions. For Earth's core. impenetrable 
rigid boundaries with imposed constant temperatures or heat flux are usually 
taken. The magnetic field rnusr match with an appropiate potential field outside 
the dynamo region. 

In Tublc 7.2 we compare control parameter values used in geodynamo model'> 
with those for the Earth 's core. The Rayleigh number has been non11alizcd to its 
critical value R;,c for the onset of convection in the absence of a magnetic field. We 
also list several other non-dimensional numbers that are diagno tic for the dynamo 
and result from rhe model solution. 

While lhe Prandtl number in the models is of the right order, the values of the 
other control parameters are far off. TI1e Ekman number and the magnetic P.randtl 
number are too large in the models by factors of 1010 and [06, respectively. The 
modified Rayleigh number is too small with respect lo supercriticality, but its 
absolute vulue is larger than the core value. 111 terms of physical paramerers, the 
viscosity and thermal diffusivity are too large by a factor of order IO" compared 
to the magnetic diffusivity. which is about right. in addition. the rotation raLe is 
too smal I by a factor of "'"' 104 in most models. The magnecic Reynolds number Rm 
agrees with Earth values at least in the more advanced modeb. whereac; the hydro­
dynamic Reynolds number Re = wl/v is far too small and the Rossby number R

0 
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is too large. The Elsasser number A can be taken as a non-dimensional measu~e 
for the magnetic field strength . The claim that a model reproduces the geomagnetic 
field strength actually means thac ir has an Elsasser number of order on~. 

Becau<>e of the large discrepancies in some of the control parameters ll has been 

Pected that the dynamical regime in the models is different from that in plan-sus . 
etaf)' d)namos and that the agreement in the magnetic field pr~pertics found '.n 
some of them is fortuitous. Tn particular, viscosity might play an 11nportanc role in 

che models whereas it is insignificant in the Earth 's core. 

7.6.2 Types of dynamo solutions 

Many published geodynamo models have a magnetic field on the outer boundary 
that is strongly dominated by the axial dipole. Often the dipole in such models 
shows no tendency to ever reverse, although the model run time may not have been 
Jono enough Lo capture one of these rare events. Other numerical dynamos have 

· a m
0

uJtipolar field, which is in many cases spatially complex without any obvious 
symmetries and is rapidly varying in time. The two classes of solution are rathe~ 
distinct and few in-between ca~cs bavc been found. Figure 7.7 shows examples ot 
rhe two types. The underlying models arc "advanced" in the sense that the Ekman 
number is decently small (from the point of numerical feasibility) and the mag­
netic Reynolds number is Earth-like in both cases. The spatial power spectrum 
at the outer boundary of the dynamo models is typically fairly white for harmonic 
degrees from 3 Lo 13. but in one class of solutions the dipole stands above the higher 
rnultipoles. as it doe~ in the power spectrum of the geomagnetic fi eld at the core­
mantle boundary (Fig. 7. l ). whereas it falls below the multipole level in the other 
class. In the fully developed multi polar regime the weak dipole component changes 
its polarity continuously in an erratic way. 

Systematic model studies suggest that the ratio of inertial forces relative to the 
Co1iolis force plays a key role for the selection of the magnetic field geometry. 
When ine1iia is weak, the field is very dipolar. When inertia becomes relevant, the 
dynamo switches to generating a multipolar field . The Rossby number (Eq. 7.5) 
calculated with che shell thickness is still significantly smaller than unity in the 
multipolar cases; for example in the models shown in Fig. 7.7 it is 0.0 I and 0.02, 
respectively. Christensen and Aubert (2006) suggested that a "local" Rossby num­
ber is a more appropriate measure for the ratio between inertial forces and the 
Coriolis force: 

v 
R oi = Qf. (7.15) 

The mean How length scale e is taken from the kinetic energy spectrum as func­
tion of wavelength. Analyzing a large number of model results. Christensen and 
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Fig. 7.7. Snapshot ~ of the radial magnetic field c.:omponent 0 11 the outer bound­
ary from numerical dynamo models. Solid line:-. arc used for outward flu x 
and d~sh~d lines for inward _flux (arbitrary contour ~reps in each anel). Grey 
scale indicates absolute am~htude. (a) Model parameters E :::::: 10-~ R; = 0.12. 
Pm= 0.8. Pr= I . (b) Same field low-pass filtered to hrumonic degrees 11 < 14. (c) 
~odel p~ameiers £~ 10 5

, R;=0. 17. Pm=0.5, P, = I. low-pass fi ltered. Rm 
I!> approxunatel} 900 111 both cases: Rot is 0.125 in (a) and (b), and 0.19 in (c). 
See Color Plate 4. 
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Aubert (2006) found thac a transition from dipolar to multipolar magnetic field 
oecur~ when R ot exceeds a critical val ue of approximately 0. 12, irrespective of 
what the values of control parameters such as E. Pr, and Pm are. Dipolar dynamos 
that show occasional reversals have a local Rossby number near the transi lional 
value. Hence a reversal may represent iu1 accidental brief lapse of the basically 
dipolar c.lynamo into the multipolar regime. When the dipole recovers, it can then 
take either polarity. 

Olson and Christensen (2006) derived an empirical rule based on numerical 
model daLa for relating the local Rossby number to the fundamental control param­
eters of the dynamo. It involves powers of all four control parameters and requires 
an extrapolarion over a large range lo apply it to the planets. Nonetheless. using 
appropriate parameler values for the Earth. Rot ::::::: 0.1 is predicted for the geo­
dynamo. which puts it close to the transition point between the dipolar and the 
mullipolar class, in agreement with the occasional occurrence of reversals. One 
problem is that the flow length scale associated with this value or R0 t is only 
e::::;; I 00 m. Even if eddies of such size have significant energy in rhe core, at this 
scale the magnetic field is diffusion-dominated and cannot be affccred directly by 
the flow. J\n indirect effect is concci"vablc. For two-dimensional turbulence it is 
well 1'.nown that ~mall scales transport energy into large flow scales ("invcr<,e cas­
cade'·, e.g. Davidson. 2004). The nearly geostrophic flow at the onset of rotating 
convection b quasi-two-dimensional. In the dynamo models the flow i~ sti ll prefer­
entially aligned with the axis of rotation. If 1his is also the case in the Earth's core. 
sma!J eddies may affect the circulation al large scales and play a direct role in the 
induction process. 

7.6.3 Flow structure and.field ge11eratio1l mechallism 

The stretching of magnetic field lines by differential rotation in the case of the solar 
dynamo. particularly at the tachocline. is thought to be of m<tior importance for 
the generation or a toroidal magnetic field that is much stronger than the poloidal 
field (Section 5.4.3). In most geodynamo models. in contrast. differential rotation 
does nol contribute much to the total kinetic energy and the toroidal and poloidal 
magnetic ticld components have similar strength. As mentioned before, the flow 
is strongly organized by rotational forces and the vortices are elongated in the 
~-direction. Even at a highly supercritical Rayleigh number and in the presence of 
a strong magnetic field, the flow outside the inner-core tangent cylinder is reminis­
cent of the helical convection columns found at onset. Inside the tangent cylinder, 
the flow pattern is different and often exhibits a rising plume near the polar axis 
(Fig. 7.8b). The plume is accompanied by a strong vortex motion (called a "ther­
mal wind'') with a retrograde sense of rolalion near the outer surface changing to 
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~ig. 7.8. Timc-nv~raged axisy11ui1elric components of velocity mid magnct ic­
lkld components for a planetary dynamo model with R,~ = 0.225, E = 3 x 10-'1, 
Pr = I. P,n = 3. Rm ~ 250 and Roi :::,; 0. L The grey scale indicates absolute inten­
sity. (a) Admuthal veloci1y, broken lines are for retrograde flow, (b) streamlines 
of meridional velocity, fu ll lines for clockwise circulation, (c) poloidal mac.nctic 
field lines. (d) azimuthal (toroidal) magneli<: field, broken lines westwan.J di;ecled 
field. 

progradc rotation at depth (Fig. 7 .8a), because the Coriofo force acts on the usso­
ciated converging flow near the inner core boundary and diverging Row near the 
outer boundary. 

Several amhors have analyzed their numerical dynamo solutions in order to 
under\tand the basic mechanism by which the magnetic field il> maintained. In 
the tradition of mean-field dynamo theory it is con~idered how large-scale (e.g. 
axi~ymmclric) poloidal field is converted to large-scale toroidal field and vice 
versa. There is general agreement that the axial dipole field is generated from 
Lhe axisyrnmctric toroidal field by an a-effect associated with the hel ical llow in 
the convection columns outside the tangent cylinder. Jn mean-field theory as iris 
used in astrophysics, the a-effect is associated with unresolved turbulent eddies 
(Vol. I. Section 3.4.3). Jn the geodynamo models a "macroscopic" a-effe<:t is 
observed. 

The mechanism for generating the axisymmetric toroidal field is less clear and 
both an O'-eflect and differential rotation (Vol. l, Sections 3.3.7 and 3.4) seem to 
play a role. Often two flux bundles in the azimuthal direction •u·c round outside 
the tangent cylinder, with opposite polarity north and south of the equatorial plane 
(Fig. 7.8d). Olson et al. ( 1999) show that they are generated from the axisym­
metric poloidal field by a similar macroscopic a-affect as!>ociated with the helical 
convection columns (a2 dynamo). Other authors show that tht: n -effecr (the shear­
ing or poloidal field by differential rotation) contributes strongly to the generation 
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of axi~ymmetric toroidal field. even though the kinetic energy in the differen­
tial romtion is rather limited. While in weakly driven numerical dynamo model 
ibe regions inside the tangent cylinder. north and south of the inner core. are 
nearly quiescent. vigorous flow i'> found here in more strongly driven models._ l n 
these cases a strong axisymmetric toroidal field is found inside the tangent cylm­
der region. produced by the shearing of poloidal field lines in the polar vortex 

(Fig. 7 .8a. c. d). 

7.6.4 Comparison of geodynamo models with Earth 's field 

Some criteria to judge the simi larity between the magnetic field of a dynamo model 
and the geomagnetic field are ( I) the agreement in field strength. (2) the agreement 
in the shape of the !>palial powt:r spectrum. (3) qualitative agreement in the mag­
netic field morphology, ( 4) an agreement in the time scales of secular variation, 
and (5) agreement in the frequency and characteristic properties of dipole rever-

. saJs. Many published models do well with respect to some of these criteria and 
a few satisfy most of them to a fair degree. A good guide for a dynamo model 
to generate an Earth-like magnetic field is probably that the magnetic Reynolds 
number and the local Rossby number mu\t assume the appropriate values. Other 
paramerers may be less critical. We defer the discussion of the field strength to 

Section 7 .6.5 and address the other criteria below. 
The shape of the geomagnetic power spectrum up ro degree 13 at the corc­

mantle boundary (Fig. 7. I) is reproduced rather wel I by several models. although 
often the dipole is <;omewhat •monger or weaker relative to higher multipoles 
than in the present geomagnetic field ("ee Christensen and Wicht. 2007, for more 
details). Comparing Figs. 7.2b and 7.7b. similar morphological structures are 
found. The model reproduces flux lobes at high latitudes, which are roughly aligned 
on similar longitudes in both hemispheres, although they may be more numerous 
than they arc in the geomagnetic field. The model also shows weak flux at the poles 
and scattered flux spots of both polarities at low latitudes. 

The cause for these various magnetic.: structures in the core field has tentatively 

been inferred from the flow structures that are predicted by theory and seen in the 
dynamo models (Gubbins and Bloxham. 1987; Christensen et al., 1998). The high­
latitude tlux conecntrations arc related to the helical convection columns outside 
of the inner core tangent cylinder. Cyclonic votiices are associated with down­
flow near the su1face (Fig. 7 .6) that concentrates magnetic ltux. Low flux at the 

poles can be related to the upwelling plume near the rotation axis which dis­
perses magnetic field lines. The variation of the geomagnetic field in the north 
polar region of the core-mantle boundary. assuming that it is frozen into the fluid. 
also supports the existence of an anticyc lonic vortex motion near the core-mantle 
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boundary, which should accompany the tising plume (Olson and Aurnou. 199
9
; 

Hulot etal., 2002). 

Finally, bipolar pairs of flux spots at low latitudes are found in many dynarno 

models. They have been associated with the e mergence of toroidal magnetic flux 
tubes through the core-mantle boundary, analogous to the mechanism for the 

formation of bipolar active regions on the Sun (Christensen et al., 1998, Chris­

tensen and Olson, 2003). The pairs are often north-south rather than east-west 
aligned and their polarity is opposite to the global dipole polarily. Such a con­

figuration arises in the models because strong toroidal fields of opposite polarit 

are found at close distance north and south of the equator (Fig. 7 .8d) and becaus~ 
the columnar flow is north-south aligned and acts on both toroidal tubes in the 

same way. Comparable structures ex.ist in the Earth's field at the core-mantle 

boundary (see Fig. 7.2b, beneath Africa and the Atlantic Ocean) and have been 
explained by flux expulsion (Bloxham, 1989). However, in the geomagnetic field 

they are more strongly offset from the equator than they are in dynamo mod­

els and overall the semblance between model field and geomagnetic field is less 

convincing regarding the low-latitude flux spots than it is for other magnetic 
s1ruccures. 

Matchi11g the time sea.Jes of secular variation is a matter of magnetic Reynolds 

number. For Earth-like values of Rm the model magnetic field changes at the 

observed rates, provided model time is scaled to real time using the magnetic dif­

fusion time scale d
2 /'A. There is a certain circularity in this argument. because 

the magnetic Reynolds number of Earth's core is estimated under the assumption 

that most of the observed secular variation is due to the frozen-tlux advection of 
magnetic structures. 

Geodynamo models that are in the right regime for dipole reversals often show 

a degree of agreement with the paleomagnetic record that goes beyond the sim­

ple occurrence of reversals. even in cases wfrh very modest parameter values 
such as a relatively large Ekman number. Figure 7.9 shows time series of the 

dipole tilt, dipole moment and relative dipole field strength in such a model. Some 

of lhcse properties resemble trails of the geomagnetic field: (I) the directional 

change of the dipole field is a relatively brief event compared to the length of the 

period in which the dipole is nearly aligned with the rotation axis; (2) the dipole 

moment starts to drop before t.he direcrional change occurs, and during the rever­
sal lhe magnetic field is multipolar; and (3) apart from complete reversals, strong 

changes occur in the dipole direction that are brief and non-persistenc (geomag­
netic excursions). The actual frequency of reversals in geodynamo models seems 

to depend on the fine tuning of parameters. The search for a clearly defined "mech­
anism., for reversals in the dynamo models has not yet come up with a unique 
answer. 
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Fig. 7. 9. Evolution of the dipole tilt for a modeled planetary magnetic field with 
respect to the equator (P), the true dipole moment CTDM). and the dipole strength 
relative lo the total field strength at the core-mantle boundary (D) for a dynamo 
model with E = 1 o-3, R; = 0.5, Pm= IO. P,. = I. The present TOM of the geo­
magnetic fi eld is 8 x 1022 A m2. Dark and light bands indicate polarity intervals. 
(From Christensen, 2009, courtesy of Johannes Wicht.) 
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Dynamo scaling Jaws relate characteristic prope11ies, for example the mean mag­

netic field strength. to fundamental quantities of the planet and its core, such as core 

radius Re, density p, conductivity <:r , rotation rate Q, and convected energy Bux qc. 
As explained in Section 7 .5, it has commonly been assumed that the magne1ic field 

stTength in a planetary dynamo is determined by a magnetostrophic force balance. 

Maguetostrophic balance is often associated with an Elsasser number of order one, 
which means that the magnetic field strength scales as B <X (pQ / <:r) 112 . Notably. 

the Elsasser number is independent of the energy flux. Stevenson (1983) pointed 

out that this scaling is unlikely to be universally applicable, because it ignores the 

requirement that sufficient energy must be available for balancing Ohmic dissipa­
tion. Alternative scaling laws based on a magnetoscrophic balance, which make 

different assumptions on how the Lorentz force depends on characteristic proper­
ties than those used for deriving the Elsasser number, have also been proposed (e.g. 
Starchenko and Jones, 2002). 

Christensen and Auben (2006) and Christensen er al. (2009) suggest that the 
magnetic field strength is not determjned by a force balance, but solely by the 
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energetics of the dynamo, at least in rapidly rotating cases with a dipole-dominated 

m~gnetic field. For a th_ermally driven dynamo. the heat flux that is available per 
unit volume for conversion to other forms of energy is given by fir 1 lfc· where qc is 

the convected pan of the heat flux and H r is temperature scale height. The rate at 

which magnetic energy is dissipated scales as J...B~ f t1. where e11 b the length scale 

of the field. Equating energy generation and dissipation. the following scaling for 
the magnetic energy density is obtained: 

8 2 e".) 
r 8 qc 

-- OC Jobm--
2/.J.0 'A Hr' (7.16) 

where ./~11111 is the fraction of the energy dissipated by Ohmic dissipation rather than 
by viscous dissipation. Jr is thought to be close to one in planetary dynamos. 

The magnetic length scale e8 depends on the magnetic Reynolds number. Al 

high R111 the folding of field lines in the flow can continue to Sll\aller scales before 

reconnection occurs. The flow velocity and hence R111 depend on the available 

energy flux as well. Here, we consider the scaling Jaw based on this conccpl in 

the form proposed by Christensen et al. (2009), without going into the intricate 
scaling arguments that tan lead to it: 

82 
-
2 

= c f()hm p1/J( Fq())213• 
µo (7. J 7) 

where p is the mean density. c is a constant prefactor. q., a reference value for the 

heal flux (for example the surface flux) and F is a dimension le-;<; efficiency factor 

of order one. The neces~ary averaging of radiaJly varying quantities, such asp, qc 
or H1, is condensed into the efficiency faccor. which can be calculated for a oivcn 

0 

planetary or ao;trophysical object from a structural model and a~sumptions on the 

radial di stribution of the convected flux. A remarkublc point about Eq . (7 .17) is 

that it predicts the surface-averaged magnetic field stren!)lh (or flux density) to he 

independent or rotation rare and of electrical conductivity. There arc obviou1> lim­

its to that; for example. for very low conductivity the magnetic Reynolds number 
would bL~ subcritical and the lielcl strength must be zero. 

A fai rly large number of geodynamo calculations are currently avui lable that 
cover a decent range of the numerically accessible control parameter space. This 

allows sca ling laws to be tested. Non-dimensionalizing Eq. (7. 17) by dividing it 

by jjQJ<. leads to a non-dimensional energy flu x q* and a scaled magnetic energy 
densiLy thal is identical lo the Elsasser number E~ =/\..The dependence on density 

drops out in the non-dimensional form of Eq. (7 .17). Figure 7.1 O compares E~, to 

Lhe right-hand side of the non-dimensionalized Eq. (7. J 7) for dynamo !>i mulations 

wilh a dipolar magnetic field. The efficiency factor F. which results from the model 
setup. has been calculated analytically. The fraction of Ohmic dio;sipation has been 
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Fig. 7. IO. Non-dimensional magnetic energy density in numerical dynamo mod­
els ver:.us 213-powcr of the non-dimcn~ional available energy flux. Syn~bol shape 
indicates Ekman number (Eq. 7.11), shading of the symbols magncuc Prandtl 
number (Eq. 7. 13): darker mc.111~ a lower v:ilue. Crosses inside the main <;ymbols 
indicate Pr > I and circle~ indicate Pr < I. Symbols with black edges are models 
dri\en by an impo~ed temperature contra~t. _those with grey edge'> arc for c?mpo· 
sitional convection. The line represents the fit for a forced slope of one. equivalent 
to an exponent of 113 in Eq. (7.17). The location of the geodynamo in the diagram 
is shown by the grey rectangle. 
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recorded for each dynamo run, where it is rypically in the range 0.3-0.8. While 

the exponents in Eq. (7. 17) come from scali ng cheory, the prefactor c = 0.63 is 

obtained by fitting the nume1ical model results. 

Figure 7. IO shows a number of i mportam points. (1) The Elsasser number is nol 
alway1> close lo unity in lhe <l iffe renl dynamo models, but varies over three orders 

of magnitude. (2) Tbe model resu lts fall on a single line reasonably well, irrespec­

tive of the value of Ekman number (which differs by three orders of magnitude) 

and of the two Prandtl numbers (which differ by two orders of magnitude each 

between different models). The Ekman and Pran<lll control parameter~ describe 
the influence of viscosity. magnetic. and thermal diffusivity, and of the rotation 

rate. Therefore. the&e quantities do not play an impo11ant role in the field strength . 

The feur chm the dynamical regime in the models differs fundamentally from that 
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in the Ea11h's core (and could be dominated by viscosity) is probably unfounded 

(3) The model results agree reasonably well with the 2/3-power scaling law. A bes; 
fit results in a slightly larger exponent of 0. 71. (4) The magnetic field inside Earth's 

core (estimated lo be in the range J-4 mT) agrees well with the prediction for cur­

rent estimates of the heat flow at the core-mantle boundary and the associated 

compositional driving due to inner core growth (grey rectangle in Fig. 7.1 O). 
To estimate the magnetic fie ld strength inside the dynamos of other planets, the 

observed (low-order) magnetic field must be downward continued to the outer 

boundary of their dynamo region and an assumption must be made on the fac­

tor by which the internal field is stronger, which is guided by the ratios found in 

the numerical dynamo models. Jupiter's field strength agrees well with the pre­

diction (Fig. 7.1 J ). Other solar system bodies are more problematic. For Mercury 
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Fig. 7. I l. Magnetic energy density in the dynamos of planets and certain stars ver­
sus the predicted dependence on a function of available energy flux and density. 
E: ~art!1 ; J: Jupiter: S: Saturn; U: Uranus; N: Neptune. The grey rectangle for Sat­
urn ts tor a dyr~amo bou.ndary ~t 0.62R1> and the white rectangle for 0.4Rp . Black 
cross.es for rapidly rotating mam-se.quence stars of low mass and grey crosses for 
classical TTaun stars. The scale on the right is ll1e average tielcl strength (or flux 
density) at the surface of the dynamo. The black line is t~en from Fii. 7. JO and 
converted here to physical units. 
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and Ganymede the avai I able energy flux is very uncertain. The strengths of the 

multipolar fields of Uranus and Neptune may not fall on the line that has been cal­

'b ·ated with di polar dynamo models, although within the uncertainties it seems Lo 
J I ' 
be compatible. Saturn's field is too weak for a dym1mo that extends to the top of 

the metaUic hydrogen layer at approximately 60% of the planetary radius. lf the 

top of the aclive dynamo region, below a stably sLratified region, is put at 0.4Rp, 

the result can be brought into line with the prediction (compare Sections 7.4.3 and 

7.7.3). 
Is the scaling law applicable to other convection-driven spherical dynamos in 

cosmic bodies? The sol<u- dynamo seems fundamentally distinct from the dynamos 

of Earth or Jupiter, because the Sun rotates too slowly and/or because of the spe­

cial role played by the tachocline in the field generation process. Main-sequence 
stars with less than 0.35 solar masses (M-type dwarfs) are fully convective, and 

so are very young contracting TTauri stars (see Chapters 2 and 3). Hence, they 

lack a cachocline. Furthermore, these stars generally rotate much more rapidly 

. than the Sun does. The rapid rotators have strong surface magnetic fields in the 

range of several tenths of a tesla (several kilogauss). Recent observational evi­

dence shows that the magnetic flux of M-type dwarfs increases with decreasing 

rotation period (decreasing Rossby number) up to some threshold, but becomes 

independent of rotation rate for the more rapidly rotating stars (Reiners et al., 
2009: compare Section 2.3.2). This is akin to lhe independence of the field 
strength on rotation rate found in the numerical geodynamo models. Further­

more, the mapping of the magnetic field topology of some mid-M dwarfs by 

a technique called Zeeman- Doppler tomography shows strong large-scale mag­

netic field components at the surfaces of these objects, which are often dominated 

by the axial dipole (see Section 2 .6 and Fig. 2. 16; also, e.g. Morin el of., 

2008). 
Christensen er al. (2009) found that the observed magnetic flux density of 

rapidly rotating M-type dwarf stars and of TTauri stars agrees with the predic­

tion of Eq. (7 .17), as shown in F ig. 7. I I. The slowly rotating Sun does not fall 

on the same line. Note that the solid line in the figure is not a fit to the vari­

ous objects, but both its slope and the prefactor c have been taken from scaling 
theory and from the fit to the results of numerical geodynamo models shown jn 

Fig. 7.10. The fact that rapidly rotating stars fall on the same line as the plan­
ets strongly suppo11s the validity of the scali11g law. Furthermore, it suggests that 

dynamos in rapidly rotating stars are not fundamentally different from planetary 

dynamos, despite Lhe much higher energy flux and far greater magnetic Reynolds 
number. 

A more detailed account on scaling laws for planetary dynamos, including the 

Scaling of velocity and ohmic dissipation is found in Christensen (2009). 
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7.7 Dynamo models for Mercury and the gas planets 

Existing dynamo models for planets other than Earth arc derivatives of geodynamo 
models, where some parameter or other has been adapted to the assumed condition 
in the <;pecific planet. This does nor concern the fundamental control parameter~ 
they cannot be made ro match planetary values anyway. Several of thc~e models 
assume the existence of stably stratified layers in the Huid core of the planet. 

7.7.1 Mercury 

The main ta<;k of a dynamo model for Mercury is to come up with an explanatio . n 
Jor the weakness of the observed magnetic field. Stevenson (1987) suggested that 
lhe flow in Mercury's core would be too slow for the magnet i<.: Reynolds number 
to exceed the threshold of a standard hydromagnetic dynnmo, but that a "thermo­
electric" dynamo may generate the observed weak neld. Topography on Mercury's 
core-mantle boundary would imply slight variations of its tempcraLUrc. These arc 
accompanied with spatial differences of the thermoelectric EMF arising from the 
contact of two different materials. The associated current:s would set up a toroidal 
magnetic field (that is invisible from outside). The a-effect of helical flow in Mer­
cury's core acting on this toroidal field would generate poloidal field even at modest 
valuc:s of Rm. Conditions for this model to work are lhat the lower mantle of Mer­
cury is a fairly good conductor. so that the thermocurrentl) can close. and that the 
core topography is of large scale, in order to explain the large-scale external field. 
It is highly uncertain whether these conditions are met. 

Mercury probably has a solid inner core. Its size is very uncenain, but may be 
quite large, with only a thin fluid shell remaining. Some thin-shell dynamo models 
(Stanley er al., 2005, Takahashi and Matsushima. 2006) succeeded in producing 
relatively weak magnetic fields outside the dynamo region. I rowever. these fields 
are either still too strong by a factor of ten or more, or they are rather multipolar, 
in contrast to the observed dipole dominance. 

The outer part of Mercury's fluid core is probably stably stratified. because ther­
mal conduction along a distinctly subadiabatic temperature gradient is sufficient to 

carry Lhe expected modest core heat flow. A deep sub-shell of the lluid core might 
then convect, driven by the latent heat of freezing of the inner con.: and Lhe asso­
ciated light element flux. Christensen (2006) and Christensen and Wicht (2008) 
presented numerical dynamo simulations for such a scenario and found that in the 
dynamo layer a strong magnetic field is generated. Mercury's slow rotation with a 
period of 59 days implies that the local Rossby number is larger than one. Conse­
quently. the internal dynamo field is small scaled, nor dipolar. The small-scale field 
varies rapidly with time. Therefore, it is strongly attenuated by a skin effect in lhe 
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conducting stable layer above tbc dynamo and is virtual~y u~ob~er:able outside of 
we core. The dipole component makes only a small contnbut1on rns1de the dynamo, 
but ic varies more slowly with time. Hence. it can penetrate through the stable layer 

me deoree and dominates the strucwre of the very weak field at the planetary lO so I:> 

surface. Some of these models match the observed field strength and geometry. 
Mercury's magnetosphere is very small (see Vol. I, Chapter 13). Al the top of 

Mercury"' core the external field created by the magnetospheric current systems_ is 
much stronger relative to the internal field than it is in case of the Earth. Glassme1er 
et al. (2007) suggest that the feedback of the extemal field may play an important 
role for the dynamo. Including it in a kinematic an dynamo model. they find two. 
branches of solution. with a strong and a weak magnetic field, respectively, of 
which 1he latter might represent the situation at Mercury. The hypothesis needs Lo 
be tested in MHD dynamo models. 

7. 7.2 Jupiler 

The semblance in the geometry of Jupiter's field to that of the Earth's field and 
the finding lhaL Lhe field strength of bolh planets is well explained by the energy 
flux rule (Section 7.6.5) suggest that Jupiter's dynamo and the geodynamo are 
oenerically very similar. Some potentially imponant differences may exist. how­
:ver. Unlike in the ca e of the Earth. where the electrical conductivity changc:s 
abruptly at rhe core-mantle boundary. in Jupiter it varies more gradually in the 
transition region between molecular and metallic hydrogen. An open question is 
whether the strong zonal wind circulation that is seen at Jupiter·s urface i), deep­
rooted in the molecular hydrogen envelope, and if so, how it interfaces with the 
dynamics of the dymuno region. Other differences are that the radial density varia­
tion in Jupiter's metallic hydrogen ~hell is more pronounced than it is tn the Eru1h's 
core and that the flow in Jupiter's dynamo is not strongly driven from below. Dedi­
cated MHD simulations fo r Jupiter's dynamo are underway. NASA's foreseen Juno 
mission will characterize Jupiter's magnetic fie ld with a much better resolution 
than was possible up to now. Having a closer look might reveal some significant 
differences from the geomagnetic field. 

7.7.3 Saturn 

The challenge in the case of Saturn's dynamo is to explain the high degree of 
axisymmetry of the magnetic field. The only conceptual model so far is that by 
Stevenson (1980, 1982). who ~uggestcd that the hypothetical stable layer. caused 
by the helium immiscibility in the upper part of the metallic hydrogen shell. 
plays the essential role. The den<;ity stratification suppresses conve<.:tion. but il) 
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still compatible with toroidal f:low, such as diflerential rotation. Let us assume for 
simplicity that the whole stable layer rotates like a uniform shell with respect to 
the underlying dynamo region and that the dynamo field is stationary. Seen from 
a reference frame that is fixed to the rotating shell, the non-axisymmetric fie ld 
componenb i<; time dependent, whereas the axisymmetric part is stationary. Jf 
the magnetic Reynolds number characterizing the shell motion is large enough. 
a skin effect eliminates the non-axisymmetric part of the field, but leaves the 
axi~ymrnetric components unaffecLed. 

Jn this concept the role of the stable conducting layer, which shields the dynamo, 
is somewhat akin to that in the Mercury model by Christensen (2006). Differences 
are that in the Saturn case che primary dynmno field is dipolar because Saturn is a 
rapid rotator and that motion in the stable layer is important. Christensen and Wicht 
(2008) find in their dynamo models with a dipole-dominated fie ld that latitudinal 
differences in the hem flux from the dynamo region into the overlying stable shell 
drive strong differential rotation as a thermal wind circulation. The magnetic field 
has significant non-axisynunet1ic components inside the dynamo region. but the 
11eld outside the core is very axisymmetric. The axisymmctry becomes much less 
when in a control cxpe1iment differential rotation in the stable layer is suppressed. 
These l'ull MHD dynamo si mulations support Stevenson's concept. 

7. 7.4 Uranus and Neptune 

In the case of Uranus and Neptune ic must be ex plained why thei r dynamos generate 
a multipolar field. Both planets rotate rapidly and the estimate by Olson and Chris­
tensen (2006) for the local Rossby number would puc them into the di polar regime. 
Either the local Rossby number rule for the selection of the field morphology fa ils, 
or the dynamo<; in these two planets are rather distinct from the geodynamo. Stan­
ley and Bloxham (2004, 2006) present a dynamo model with a thin convecting 
shell that surrounds a conducting, but convectjvely stable, 11uid core region. Some 
of their dynamo models generate magnetic fields that agree well with the spec­
tral power distribution in the lower-order harmo1tic field components. II is also not 
clear if the much lower clectiical conductivity in the inte1ior of Uranus and Nep­
tune, comparc<l to that of other planetary dynamos. play:; a role. G6mcz-Pcrez and 
Heimpel (2007) suggest that a Jess dipolar fi eld may result in this case. 

7.8 Outlook 

Recent decades have been an exciting time for planetary magneti ·m. Jn addition 
to better characterizing the geomagnetic field in space and time, the exploration 
of the magnetic fields of other planets has brought some surprises. There is more 
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diversity than previou~ly thought. At the same time. dynamo theory has matured, 
and modeling by direct numerical si mulation is now feasible. 

Geodynamo models are remarkably successful in reproducing many obser:'ed 
properties of the geomagnetic field . Tn this respect. planetary dynamo modelmg 

to be more advanced than that of the solar dynamo. To some extent the task seems . 
is easier for the gcodynamo - our ignorance of the small-scale structure ?t the geo-
maonetic field implies that a model can be declared successful when it captures 
the ~rude properties. Our conceptual understanding of how exactly the geodynamo 
works has not quite kept pace with the modeling attempts. The reasons for the suc­
cess of geodynamo models are a matter of speculation, but the following point.\ 
may be essential: (I) It is possible to ful.ly resolve the ma~netic field ~tructure an.d 
hence the details of the magnetic induction process. Put differently, direct numen­
cal simulations at the correct value of the magnetic Reynolds number are fea~ible. 
(2) Although the model viscosity and thermal diffusivity are far larger_ than re~ li s­

Lic microscopic value~, they seem low enough to not alter the dynamical regime. 
-(3) The How at large and intermediate scales, which is resp?nsiblc for magn~tic 

induction. may be realistic in the model. Th is is made possible because rotation 
bas a stronger inOuence than it has on the llow in che solar convection zone and 
imposes some order on the circulati on. Also, the strong radial differences of den­
sity in the solar conveccion zone, which lead to large variations in length scales and 
velocity scales, are not a problem in planetary dynamos. 

Future work on the geodynamo must improve our understanding of what the 
essential conditions are for an Earth-like model. The validity of the proposed scal­
ing laws in a parameter range closer to Earth must be tested in si~ulation~ at 
lower values of the Ekman number and magnetic Prandtl number and 111 laboratory 
dynamo experiments. Their theoretical foundation must be put on fim1er ground. 

Dynamo modeh for explaining the magnecic fields of planets other than Earth 
have had some successes, 100, but progress here is hampered by our very rudi­
mentary knowledge of the relevant conditions inside these bodies. Cosmic objects 
such as rapidly rotating low-mass stars may provide a bridge between planetary 
dynamos and the solar dynamo. Modeling studies of convection-driven dynamos 
in a wide range of objects, together with improvements of our knowledge of their 
magnetic field properties from observation, may ultimately lead to a unifying 
dynamo theory explain ing the commonalities and differences found in all these 
various objects. 


