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Data Networks and e-Science 

User demands for data require that they be current, compete, accurate, affordable, accessible, integrated. e-Science and GRID projects aim to deliver on these requirements by providing on-line access to distributed data and on-line capability for manipulation, visualisation, and analysis of data. 

What is e-Science?

e-Science is about global collaboration in key areas of science and the next generation of infrastructure that will enable it. [John Taylor] 

“…[the UK] national e-science grid will make access to computing power, scientific data repositories and experimental facilities as easy as the web makes access to information.” [Tony Blair, May 2002]

What is a GRID infrastructure?

The following set of objectives, defined for Astrogrid (http://www.astrogrid.org/project), provide a summary of the typical deliverables of GRID infrastructure projects: 

· A working datagrid for key databases 

· High throughput datamining facilities for interrogating those databases 

· A uniform archive query and data-mining software interface 

· The ability to browse simultaneously multiple datasets 

· A set of tools for integrated on-line analysis of extracted data 

· A set of tools for on-line database analysis and exploration 

· A facility for users to upload code to run their own algorithms on the datamining machines 
· An exploration of techniques for open-ended resource discovery
Relationship between e-Science and GRID development

“To date Grid development has focused on the basic issues of storage, computation and resource management needed to make a global scientific community's information and tools accessible in a high performance environment. However, from an e-Science viewpoint, the purpose of the Grid is to deliver a collaborative and supportive environment that allows geographically distributed scientists to achieve research goals more effectively.”  [myGRID website: http://research.ecs.soton.ac.uk/projects/myGrid.html]

AEON – Australian Earth and Ocean Network

http://www.aeon.org.au/
Contact: Assoc Prof Dietmar Müller 

Univ. Sydney, institute of Marine Sceince

dietmar@geosci.usyd.edu.au; Phone: +61 2 9351 4254  

“The primary workshop aims were to explore opportunities for effective cross-disciplinary investigation, sharing of expertise and technologies for integration and computational analysis of multidimensional data spaces between all AEON partners. The disciplines covered will include exploration and mining, solid earth geophysics, marine science and long term climate change and issues related to marine defence. One of the underlying broad themes of the network is exploring ideas for how to best create shared community computational/data base infrastructures for process modelling based on multi-dimensional parameter spaces, in a forward or inverse sense, as well as extra.”

APAC Grid Program   (Australian Partnership for Advanced Computing)

www.apac.edu.au/communication_media/publications  

Aim  “ Develop, install and operate an APAC Grid across the Australian National Facility and Partner Facilities to 

· handle users jobs more efficiently 

· allow users easier access to the facilities 

· allow users to access the most appropriate system 

· provide users with advanced grid services supporting virtual organisations 

· support users participating in national and international research programs 

Description. The APAC Grid Program will involve the development of the grid architecture, software (“middleware”) and services to support users of the APAC National Facility and the partner facilities. The program will be undertaken by implementing and delivering grid services to support key applications in areas such as bioinformatics, geophysics, chemistry, physics, astronomy, and environmental sciences.
ASTROGRID

http://www.astrogrid.org/ 

AstroGrid is a £3.7M project aimed at building a data-grid for UK astronomy, which will form the UK contribution to a  global Virtual Observatory. Funded by PPARC

The AstroGrid project aims to produce a working data grid for key selected databases, with associated data mining facilities, by late 2004. It is part of the world-wide drive towards the concept of a Virtual Observatory (VO), and can be seen as the UK contribution to this vision. Astrogrid is both wider and more focussed than other initiatives. It is wider in that it covers astronomy, solar physics, and space plasma (solar terrestrial) physics, and covers all wavelengths from radio to X-ray. The project is also part of a coherent UK e-science programme, with links to projects in particle physics, bio-informatics, and basic grid technology development. 

AstroGrid is focused in that it aims to develop something recognisably like a working VO on a short timescale, so that science can start getting done and technological lessons can be learned. This requires concentrating on selected datasets. Our priority is to develop a virtual observatory capability to support efficient and effective exploitation of key astronomical data sets of importance to the UK community: for example data from WFCAM, VISTA, XMM-SSC, e-MERLIN, SOHO and Cluster. It seems clear that  good data curation, archive management, and data mining services all need to be closely linked together. AstroGrid is therefore a partnership formed by UK archive centres and astronomical computer scientists. 

The AstroGrid project goals, as stated in the original funding proposal are: 

· A working data grid for key UK databases 

· High throughput data mining facilities for interrogating those databases 

· A uniform archive query and data-mining software interface 

· The ability to browse simultaneously multiple datasets 

· A set of tools for integrated on-line analysis of extracted data 

· A set of tools for on-line database analysis and exploration 

· A facility for users to upload code to run their own algorithms on the data mining machines 

· An exploration of techniques for open-ended resource discovery
BIOS – Biological Innovation for Open Society

http://www.bios.org
Background:  Established in Sep 04 with USD 1M from the Rockefeller Foundation. 

Aim:  to make research tools more readily available to biologists who could not otherwise afford them

Seeks

· to make information  and technologies , such as plant breeding tools, freely available.

· to provide scientists with better information about what they can access

· to establish an international community of interested researchers

Leader  = Richard Jefferson 
richard.jefferson@cambia.org

Chair of CAMBIA – Centre for the Application of Molecular Biology, 


Canberra, Australia 

CANRI - Community Access to Natural Resource Information

http://www.canri.nsw.gov.au/
This is an OpenGIS project involving 10 State Government agencies in NSW, Australia. 

CIG – Computational Infrastructure in Geodynamics 

http://geodynamics.org
CDMP – Climate Database Modernisation Program

NOAA program for data access,  rescue, preservation

Program Manager:  Joe D. Elms    joe.d.elms@noaa.gov
CEDAR Data systems/web – Coupling, Energetics and Dynamics of Atmospheric Regions
http://cedarweb.hao.ucar.edu 

Contact us:    cedar_db@hao.ucar.edu 

Coupling, Energetics and Dynamics of Atmospheric Regions (CEDAR) is a focused Global Change program sponsored by the National Science Foundation (NSF) .  The scientific objectives of the program are described in the CEDAR Phase III document (1.8MB, acrobat reader required). 

The CEDAR Data System (formerly the CEDAR Database and before that, the  Incoherent Scatter Radar Database) is a cooperative project between the High Altitude Observatory (HAO) division of the National Center for Atmospheric Research (NCAR) , the National Science Foundation (NSF) , and numerous institutions  that provide upper atmosphere data and model output for community use. 

The CEDAR Data System mission is to provide: 

· long term archive for observations and models of the Earth's upper  atmosphere and geophysical indices and parameters needed to interpret them, 

· browsing capability to survey the data holdings and identify periods, instruments, models, of interest, 

· reliable data access methods that are fast, stable and interactive, and 

· detailed documentation on data acquisition and reduction. 

CIG – A Computational Infrastructure for Geodynamics

http://geodynamics.org
CIG Organizing Committee

Louise Kellogg (Chairperson), University of California, Davis 

Jeremy Bloxham, 
Harvard University 

Michael Gurnis, 
California Institute of Technology

Bradford H. Hager, 
Massachusetts Institute of Technology 

Marc Spiegelman, 
Lamont-Doherty Earth Observatory of Columbia University 

Sean Willett, 
University of Washinton, Seatle 

Michael E. Wysession, Washington University in St. Louis

Purpose:  to leverage the current state of the art in scientific computing into a suite of open source tools and codes that serve the greater geodynamics community from  model developers to end-users of models. The emphasis is on developing toolkits that ease model development and foster the interchange of ideas and algorithms. If successful, this effort promises to revolutionize the way our community computes by providing tools and services that allow us to focus more on the science and less on the nitty-gritty (science-neutral) parts of high performance computation. The goal is to empower a larger community of students, researchers, educators with the tools for quantitative hypothesis testing.

The CIG plans to have a small core (~5-7) of dedicated software architects and engineers guided by scientific objectives driven by the Geodynamics community. We will partner with science-neutral activities from the Computer

Science/Scientific Computation communities (e.g. SciDac, Pyre, etc) to implement current 'best-practices' into community-specific toolkits for scientific computation in solid-earth sciences. This Software Development

Team will provide full software service to the community in terms of programming, documentation and full-time support. However, guidance for the programmers will come from working groups (see below) whose emphasis is to

identify (and balance) common components needed across the disciplines, with specific requirements of individual disciplines.

CiG will not be a body that will 'anoint' specific models as 'community models' or deliver complex 'black-boxes' for end users. Given the nature of our discipline, we are well aware of the pitfalls of that approach. Nevertheless, one of the natural products of CIG will be repositories ofmodular, well-documented and supported codes that end-users can useimmediately to test ideas. These models will be anything but black-boxes,however, in that they will allow the user to get under the hood and exploreand implement alternative solvers, rheologies and new physics with

unprecedented ease and understanding.

Why a center?

The emphasis of the CIG is on the computational infrastructure. However, it s clear from many successful software initiatives that a useful model for efficient code development is to use small teams of programmers working in

close contact with one another. For this reason we propose a Center for Computational Infrastructure in Geodynamics (the CCIG) to house the core group of developers and provide a single point of contact for support, visiting and consultation.  The products of this center and community interaction with it will be virtual and distributed on the web. We are committed to an open-source philosophy. If designed correctly, the location of the center will be irrelevant.

Why 'Working Groups'?

Much of the effort of the center will be in implementing science-neutral coding frameworks into useful toolkits for the 

entire geodynamics community. The design of the CIG is to support and enable our science not to direct it. Nevertheless, to be successful, this project needs significant scientific input to identify the features of available and future computational infrastructures that are most appropriate for our community. Without a close coupling between scientific needs and computational resources, this project will fail to develop tools that will

actually be used. For this reason we envision a set of active working groups representing core constituencies in scientific computing and solid earth science (e.g. mantle convection, geodynamo, seismology) that help set priorities and direction to the software development team. The goal of these working groups is to identify key components that are of general use across the disciplines. In particular, we seek to identify components that allow better integration and exchange of ideas, algorithms and data across traditional discipline boundaries (for example, components/models that would allow ready exploration of the chemical or seismic signatures of various mantle convection models, or tools for multi-scale global/regional mesh interaction). The need for such working groups seems clear although their specific structure and scope is still up for discussion.

Meetings

(1) 8 Dec 03
  Computational Geoinformatics Town Meeting at Fall AGU meeting on Monday, Dec. 8, 2003

(2) 16-17 Jan 04.  Workshop at LAX to provide the community an opportunity to respond to this manifesto and bring together interested parties from both the scientific computation and geodynamics communities to discuss and design a workable CIG. The goals of the workshop will be to

· develop a better understanding of the state of the art and opportunities in scientific computation and 

· discuss fundamental earth scientific problems and identify potential tools that could revolutionize our science and enable us to reach these goals. 

EOSDIS - Earth Observing System Data and Information System 

http://spsosun.gsfc.nasa.gov/eosinfo/Welcome/index.html 

EOSDIS is a system whose purpose is to acquire, archive, manage and distribute Earth observation data to a diverse group of users. EOSDIS is NASA's contribution to the interagency Global Change Data and Information System (GCDIS). 

EOSDIS is developed, implemented, and operated by the ESDIS Project. (Earth Science Data and Information System). The ESDIS Project is an organization that contributes to, and complements the services provided by NASA's Earth Science Enterprise. 
What is EOSDIS? ... 

· EOSDIS has been developed by the Earth Science Data and Information (ESDIS)                                   Project for NASA's Earth Science Enterprise. 

· EOSDIS manages data from NASA's Earth science research satellites and field measurement programs, providing data archiving, distribution, and information management services. 

· EOSDIS commands and controls EOS satellites and instruments, and generates useful products from orbital observations.

· EOSDIS also supports generation of data sets made by assimilation of satellite and observations into global climate models. 

· EOSDIS is a distributed system with many interconnected nodes (Science                                   Investigator-led Processing Systems and Distributed Active Archive Centers) with specific responsibilities                                   for production, archival and distribution of Earth science data products. 

· At present, EOSDIS is managing and distributing data from: 

· EOS missions Landsat-7, QuikSCAT, Terra and ACRIMSAT 

· Pre-EOS missions (UARS, SeaWIFS, TOMS-EP, TOPEX/Poseidon and TRMM) 

· All of the Earth Science Enterprise legacy data (e.g., pathfinder   data sets) 

Some interesting facts 

· EOSDIS holds more than 1450 data sets 

· In fiscal year 2000, EOSDIS supported more than 104,000 unique users and filled 3.4 million product requests (over 8.1 million products were delivered). Repeat users averaged 60% 

· EOSDIS customers include researchers, federal/state/local governments, application users, the commercial remote sensing community, teachers, museums and the general public 

· Anyone can access EOSDIS data at any DAAC through the EOS Data Gateway 

EOSDIS is managing extraordinary rates and volumes of scientific data 

· Terra spacecraft produces 194 gigabytes (GB) per day; data downlink is at 150 Megabits/sec; average amount of data collected per orbit is 18.36 Megabits/sec 

· In August 1999, NASA’s entire Earth science data holdings were estimated at about 284 terabytes; with the entirety of Terra data exceeding 850 GB per day (when processed through higher levels), in just under a year Terra  instrument data have doubled NASA’s Earth science holdings. 

· At 194 Gigabytes/day, Terra collects in one day, almost as much data as 

· the Hubble Space Telescope (0.6 GB per day) acquires in an entire year, 

· the Upper Atmosphere Research Satellite (UARS, 0.345 GB/day), NASA’s stratospheric chemistry mission, takes in one-and-a-half years

· the Tropical Rainfall Measuring Mission (TRMM) takes in 200 days 

· In addition, Landsat 7 is producing 150 GB of data per day.
 
eDiaMoND

http://www.ediamond.ox.ac.uk/
"Oxford University's eDiaMoND grid computing project will pool and distribute information on breast cancer treatment, enable early screening and diagnosis, and provide medical professionals        with tools and information to treat the disease eDiaMoND will give patients, physicians and hospitals fast access to a vast database of digital mammogram images…." 

http://www.wired.com/news/medtech/0,1286,55736,00.html ,        October 14th 200

Tony Blair Statement, May 2002 

"The emerging field of e-science should transform this kind of work. It's significant that the UK is the first country to develop a national e-science grid, which intends to make access to computing power, scientific data repositories and experimental facilities as easy as the web makes access to information. One of the pilot e-science projects is to develop a digital mammographic archive, together with an intelligent medical decision support system for breast cancer diagnosis and treatment. An individual hospital will not have supercomputing facilties, but through the grid it could buy the time it needs. So the surgeon in the operating room will be able to pull up a        high-resolution mammogram to identify exactly where the tumour can be  found."

eMinerals

http://www.eminerals.org/ 

Discipline area:  molecular simulation of environmental processes

Description.  The eMinerals proposal brings together simulation scientists, applications developers and computer scientists to develop UK e-science/GRID capabilities for molecular simulations of environmental issues. A common set of simulation tools will be developed for a wide range of applications, and the GRID environment will be established which will result in a giant leap in the capabilities of these powerful scientific tools.

Background.  Computer simulations at a molecular level can give considerable progress in our understanding of environmental processes, such as transport of pollutants, development of remediation strategies, weathering, and containment of high-level radioactive waste, require an understanding of fundamental mechanisms and processes at a molecular level.. Developments in atomistic simulation tools must now be linked with GRID technologies in order to facilitate simulation studies that can be performed with realistic conditions, and which can scan across a wide range of physical and chemical parameters. 

Participants.  The project involves scientists from the University of Cambridge, University College London, The Royal Institution, University of Bath, University of Reading, Birkbeck College and the Daresbury eScience Centre.
EDNES - Earth Data Network for Education and Scientific Exchange

http://www.ednes.org/  

Professor Jean Bonnin, President of the Association (Recipient of the 2004 CODATA Prize)

FDSN – The Federation of Digital Broad-Band Seismograph Networks

http://www.fdsn.org/FDSNintro.htm 

Description.  FDSN is a global organization comprising groups responsible for the installation and maintenance of broad-band seismographs either within their geographic borders or globally. Membership in the FDSN is open to all organizations that operate more than one broadband station. Members agree to coordinate station siting and provide free and open access to their data. TheFDSN holds commission status within IASPEI .

Goals. The FDSN goals related to station siting and instrumentation are to provide stations with good geographic distribution, recording data with 24 bits of resolution in continuous time series with at least a 20 sample per second sampling rate. The FDSN was also instrumental in development of a universal standard for distribution of broadband waveform data and related parametric information. The Standard for Exchange of Earthquake DATA (SEED) format is the result of that effort. 

G-CIVIL

http://www.soton.ac.uk/~gcivil/ 

Discipline area:  Civil engineering

Mission: “To build a prototype system responsible for the collection, distribution and visualisation of data collected from civil engineering sites or from infrastructure monitoring schemes”

Description.  The G-Civil project is a DTI funded project in conjunction with a number of industrial collaborators There is an urgent need to develop a service that enables remote access to processed civil engineering site monitoring data via an internet portal, as it is now common for major civil engineering projects to involve widely dispersed teams. For example, consulting engineers working in the UK may wish to be connected directly to instrumentation on sites in the Far East while working with major customers based in the US. Such systems would allow all those working on collaborative projects to access and manipulate data in real-time. 
GEON – Global Earth Observing Network  (national Geosciences Cyberinfrastructure Network)


www.geongrid.org 

Cyberinfrastructure for the Geosciences   

Supported by NSF     

Drivers: Data and Knowledge Systems (DAKS) program, San Diego Supercomputer Center (SDSC) in collaboration with geoscientists who study the solid Earth.
People

Chaitan Baru, co-director of SDSC's DAKS program, who coordinates information technology (IT) in GEON.UK e-Science
Description (from Website)

 “Researchers in the Data and Knowledge Systems (DAKS) program at the San Diego Supercomputer Center (SDSC) are collaborating with geoscientists who study the solid Earth to build a prototype - GEON. 

GEON is a prototype US national Geosciences Cyberinfrastructure Network. The objective is to give geoscientists a broader views of the Earth. GEON will help weave the separate strands of the solid Earth sciences disciplines and data into a unified fabric. This will give the geosciences an 'IT head start' for viewing the complex dynamics of the Earth system as an interrelated whole.

Through a scalable and interoperable network, the project will provide scientists with a growing array of tools they can use without having to be IT experts. These include data integration mechanisms, as well as computational resources and integrated software for analysis, modeling, and visualization. In this way, GEON will bridge traditional disciplines-an indispensable step in understanding the Earth as a unified system.

"GEON will help weave  the separate strands of the solid Earth sciences disciplines and data into a unified fabric," said Chaitan Baru, co-director of SDSC's  DAKS program, who coordinates information technology (IT) in GEON. "This will give the geosciences an 'IT head start' for viewing the complex dynamics of the Earth system as an interrelated whole." 

GEON is being designed as a scientist-centered cyberinfrastructure, freeing researchers to think and be creative by relieving them of onerous data management tasks. Through a scalable and interoperable network, the project will provide scientists with a growing array of tools they can use without having to be IT experts. These include data integration mechanisms, as well as computational resources and integrated software for analysis, modeling, and visualization. In this way, GEON will bridge  traditional disciplines-an indispensable step in understanding the Earth as a unified system.
International Scientific Networks Project    (= Lederberg Science without Borders Initiative)

From: "Lloyd Etheredge" lloyd.etheredge@yale.edu, Director - International Scientific Networks Project
Date: Sun Sep 14, 2003  1:18:51  AM Australia/Canberra

To: <shamir@techunix.technion.ac.il>, tom.beer@csiro.au  Cc: <jjoselyn@cires.colorado.edu>

Subject: New developments in international science     (There is 1 attachment)

Re:     New developments: Fast Discovery International Science

I am writing to pass along good news (attached) concerning the Lederberg Science Without Borders initiative. And to provide a further update to the 1994 UNESCO planning Report for the future of international scientific communication, prepared under the leadership of Dr. Joshua Lederberg, and initial discussions at ICSU in the 1990s.

     A prototype for global scientific colloquia in the biomedical sciences, created at www.videocast.nih.gov, has been successful. The New York Academy of Sciences has taken the next step and has made a major fundraising commitment, with support from leading foundations, to build  a broader capability for fast discovery international science across disciplines. Dr. Ellis Rubinstein, who was Editor at AAAS for Science, has moved to the New York Academy of Sciences as its new CEO and the Science Without Borders/Internet project will develop under his leadership. Technical support will be provided by Columbia University.

     I attach a copy of the announcement from the New York Academy of Sciences. You might wish to contact Dr. Ellis Rubinstein, erubinstein@nyas.org, concerning a linkup with IUGG that can support the work of your members and affiliates.

with my best regards, Lloyd Etheredge

ION - International Ocean Network

ION is a Commission within IASPEI; agreed upgrade to an Inter-Asssociation Commission of IUGG

Chair = Adam Schultz

Aim

To enhance the ability of the international earth, ocean, and atmospheric sciences communities to coordinate long-term ocean-based, and curiosity and/or hypothesis-driven (as opposed to operational oceanographic) obsevations of the solid Earth, the water column, and the air-sea interface.

Coordination Activities

Site placement of observatory locations

Site surveys associated with the establishment of observatory areas

Preparation of such areas, including interactions with IUODP

Establishment of agreed standards for interoperability of observatory hardware (instrumentation), data sharing, and transparency

Leverage of different participating national group’s operations and maintenance including but not limited to ship operations.

IRIS – Incorporated Research Institutions for Seismology

http://www.iris.edu/
http://www.iris.edu/news/newsletter/vol3no3/page3.htm
Description.  Started about 1984. IRIS is a university research consortium dedicated to exploring the Earth's interior through the collection and distribution of seismographic data. IRIS supports a shared software library and provides some on-line data processing and visualization capability – see FISSURES). IRIS also has a pool of field instruments.

FISSURES  (http://www.iris.edu/news/newsletter/vol3no3/page3.htm)  is an effort to define object-oriented seismic classes so that software developers can use standard objects for seismology. FISSURES uses a distributed computing technology called CORBA (Common Object Request Broker Architecture) to allow software systems to work across the Internet in a platform independent and computer-language neutral manner.

Support: IRIS is funded by the U.S. National Science Foundation through its Division of Earth Sciences .

Management of IRIS is provided through a small staff with headquarters in Washington, DC and a satellite office in Seattle, Washington - site of IRIS's Data Management Center. IRIS facilities are primarily operated through member universities and in cooperation with the U.S. Geological Survey .National Science Foundation, other federal agencies, universities, and private foundations.

IRIS PROGRAMS

· DMS – Data Management System The IRIS DMS consists of eight components or "nodes" that work together to insure the smooth flow of GSN and PASSCAL data from the stations to the seismological research community. The main node is at the University of Washington, Seattle.

· Education & Outreach 

· GSN - Global Seismographic Network. A major instrument program 

· PASSCAL (second major instrumentation programs of IRIS) a pool of over 1000 portable seismic instruments to record active source reflection data, active source refraction data or natural source recordings of earthquakes. The instrumentation is supported by an instrument center at New Mexico Tech, Socorro, New Mexico.

MIDL – Mission Independent Data Layer

http://sd-www.jhuapl.edu/MIDL/
MIDL is a website that provides software and data for multi-mission, multi-instrument analysis in space physics. Several datasets are available, and the access software can be launched directly from the web.

MyGRID

http://www.mygrid.info 
http://www.ebi.ac.uk/mygrid/   

MyGrid is a BIOINFOMATICS research project that will extend the Grid framework of distributed computing, producing a virtual laboratory workbench to serve the life sciences community. The integration environment will support patterns of scientific investigation that include: 

· accumulating evidence 

· assimilating results 

· accessing community information sources 

· collaborating with disparately located researchers via electronic forums 

Scientists will have the ability to customize the work environment to reflect their preferences for resource selection, data management and process enactment. MyGrid's environment will be able to support activities relating to the analysis of functional genomic data and the annotation of pattern databases. 

myGrid is a multi-organisational project  funded by the EPSRC as part of the UK Research Councils e-Science programme. MyGrid aims to design, develop and demonstrate high level functionalities over an existing Grid infrastructure that support scientists in making use of complex distributed resources

Objectives:  to develop the necessary infrastructural middleware (e.g. provenance, service discovery, workflow enactment, change notification & personalisation) that operates over an existing Web services & Grid infrastructure to support scientists in making use of complex distributed resources. For example, myGrid should enable an "e-Biologist’s" workbench. 

myGrid utilises standards & technologies developed for the Internet , Grid ,Web services & the Semantic Web.

PANGEA – Publishing Network for Geoscientific and Environmental Data   

http://www.pangaea.de/ 

SEEGRID – Solid Earth and Environment GRID

www.seegrid.csiro.au
Located in Australia

130 – 150 people/bodies have signed up for the network


Rock Properties Data base demonstrator has been developed (UWA, GA, …)

Supported by: 
AusIndustry, Dept Industry, Tourism & Resources, Govt of Australia 

Contact:   
Joan Esterle, CSIRO   


Leslie Wyborn, Geoscience Australia

SEEGRID-1 Meeting, Canberra 29-30 July 2003


See:        http://www.glassearth.com/news.html  and http://www.pmdcrc.com.au
SEEGRID-2 Meeting, 15-17 Mar 2005

SPASE – Space Physics Archive Search and Extract

http://www.igpp.ucla.edu/spase/ 

Consortium Members

Centre de Données de la Physique des Plasmas 
Christopher C. Harvey, CNRS/CESR 


Claude Huc, CNES/CST 

NASA - Living with a Star 
David Sibeck, NASA/GSFC 

National Space Science Data Center 
James R. Thieman 

Planetary Data System 
Ray Walker, UCLA/IGPP 


Steve Hughes, JPL 

Rutherford-Appleton Laboratory 
Christopher H. Perry 

Southwest Research Institute 
J. David Winningham 
The SPASE data system is a model for scientific data systems. It is based on the latest web-based technologies and is designed to be a distributed data systems with a heterogenous mix of platforms and systems. The data model for the SPASE data system includes the structure of messages passed between systems; how to enrich data for interchange and archiving; and a data dictionary defining all terms and keywords used in the system. 

SPIDR – Space Physics Interactive Data Resource

http://spidr.ngdc.noaa.gov/spidr/
Support:   Produced by NOAA-NGDC, Boulder, CO

People:  Eric Kihn

Description  (from website)
The Space Physics Interactive Data Resource (SPIDR) is designed to allow a solar terrestrial physics customer to intelligently access and manage historical space physics data for integration with environment models and space weather forecasts. SPIDR is a distributed network of synchronous databases and 100% Java middle-ware servers accessed via the World Wide Web. By enabling easy data mirroring and eliminating the network bottlenecks associated with transcontinental links, the distributed system architecture is a key factor for low latency in multimedia data visualization and fast data delivery.
    The key concepts in the SPIDR architecture are the data basket (a collection of different space weather parameters selected from different databases for the same time interval) and space weather event. The data basket allows the user to manipulate and deliver the data in various standard formats for easy integration into existing tools. The "event" system is designed to allow the user to specify desired spatial, temporal, and parameter conditions in fuzzy linguistic and/or numeric terms and then to mine the archives and receive a ranked list of space weather events best matching the desired conditions in the historical archive.

    Once an event is discovered or identified, the client can request dynamical temporal and spatial visualization using a set of communicating Java applets, browse the archive of Sun and Earth satellite images, and request delivery of the data formatted for inclusion in model runs.

    Each SPIDR node has a database management interface, which allows data updates performed either by a local user or by another SPIDR server from the Net. The servers communicate with each other for scheduled mirroring of the data and software.

    The space weather historical archives implemented are geomagnetic field variation and indices, sunspot numbers, ionosphere, interplanetary magnetic field and sun wind parameters, cosmic rays events and sun flares, GOES, SOHO and YHOKOH satellites data.
UK e-Science Core Programme 

http://www.rcuk.ac.uk/escience 

Dr Anne Trefethen, Deputy Director

Many areas of science, technology and commerce involve access to distributed computing and data resources, remote access to specialized and expensive facilities and worldwide collaborations of key expertise. There are many examples of such applications ranging from bioinformatics and proteomics to collaborative engineering and environmental science. These multi-disciplinary, distributed scientific collaborations define e-Science.

In April 2001, the UK government announced a 3-year e-Science initiative with some £120M funding to focus on building this capability for scientific research. The initiative has been extended to 2006 with the addition of a further £117M. Funds are spread across all the Research Councils.

VPAC – Victorian Partnership for Advanced Computing



www.vpac.org 

Mission:   to provide High Performance Computing (HPC) facilities and support to it's Members Universities, Industry and other organisations within Victoria and Australia.  

Background:  The Victorian Partnership for Advanced Computing (VPAC) was established in 2000 by a consortium of six Victorian Universities: La Trobe University; Monash University; RMIT University; Swinburne University of Technology; The University of Ballarat and The University of Melbourne.

Support:  VPAC has funding from the Victorian Government through the Science, Technology and Innovation Initiative, providing $6 million dollars over a period of three years. VPAC is also a founding partner of the Australian Partnership for Advanced Computing (APAC), which ensures Victorian access to the National peak super computing facility that is located at the Australian National University.

Activities.  By amalgamating the resources and expertise of Member Universities, the consortium provides large-scale HPC facilities and programs in Victoria. VPAC's main focus is on the development of partnerships, projects and programs that have tangible, short to medium term outcomes by exploiting advanced computing. VPAC undertakes upstream and industry-inspired projects in areas including: Computational Engineering, Biotechnology, Cluster Computing and Geoscience. 

VPAC's key programs and activities: 

· A High Performance Computing Facility (a 128 processor Compaq Alphaserver SC, with 64 Gbyte of memory and 1.4 Tbyte of disk) linked to HPC facilities at Member sites, and the peak National Facility. VPAC's facility is also linked to RMIT's "Virtual Reality Centre". 

· An Industry Development Program that initiates and supports programs in the use of advanced computing in industry and other organisations in Victoria. 

· An Expertise Program, which is an internationally recognised, applied research and development group. 

· An Education Program that focuses on the development of subjects, courses and training in HPC, in collaboration with industry, education and research institutes.

Partnerships.  VPAC actively seeks opportunities to partner with Member Universities, industry and other organisations to generate mutually beneficial outcomes. VPAC's self-governing status allows VPAC to be highly flexible in how the company operates and the relationships and projects that it can enter into. 

….. lots more

-------------------------------------------------------

VIRTUAL OBSERVATORIES

Description

The purpose of a Virtual Observatory is to enable new science by greatly enhancing access to data and computing resources. A Virtual Observatorymay have a single subject (for example, the Virtual Solar Observatory, http://vso.nso.edu/ ) or several grouped under a  theme (the US National Virtual Observatory,  http://www.us-vo.org/, which is forastronomy),. A Virtual  will typically take the form ofbe an internet portal offering users following.the following features.

· Tools that make it easy to locate and retrieve data from catalogs, archives, and databases worldwide

· Tools for data analysis, modeling, simulation, and visualisation

· Tools to compare observations with results obtained from models, simulations, and theory.

· Interoperability: the data services that can be used regardless of the client’s computing platform, operating system, and software capabilities

· Access to data in near real-timewhen necessary, as well as archived and historical data.
Virtual Observatories may also offer additional information - documentation, user-guides, reports, publications, news, and so on. 

Virtual observatories are in varying states of development around the world. In some areas they have been planned several years ago and are now relatively well developed, whereas in others they are a novelty.  In the former case, eGY can be useful for publicising and promoting greater use of the existing capabilities. In the latter case, eGY can be used to justify and stimulate the development of new virtual observatories. In all cases, eGY can be useful for informing the provider/user communities, for coordinating activities, and  for promoting international standards.

Examples of existing and planned Virtual Observatories are described briefly below.

ASTROGRID Virtual Observatory

· See Astrogrid below and http://www.astrogrid.org/project 

CoSEC – Collaborative Sun Earth Connector

http://cosec.lmsal.com/
Support:  Lockheed Martin

Objective

The primary research objective of this group is the development of models and technologies that enable effective coordination and cooperation of distributed scientists, sensors, and other resources to analyse the sun-earth causal connection. The aim is to achieve integration and coordination of data analysis tasks across disparate data sources.
EGSO – European Grid of Solar Observatories

 http://www.egso.org/ 

Support

EGSO is funded under the Information Society Technologies (IST) thematic programme of the European Commission's Fifth Framework Programme. The project is one of many partners from across Europe that co-operate through the EU GRIDSTART initiative. EGSO is also working closely with the US VSO project, funded by NASA.
Description

EGSO, the "European Grid of Solar Observations", is a Grid test-bed that will lay the foundations of a "Virtual Solar Observatory". EGSO addresses the problem of combining heterogeneous data from scattered archives of space and ground-based observations into a single "virtual" dataset. The project will also create catalogues of solar features and observation data to enable innovative searching, and provide visualisation tools for user-friendly data browsing. EGSO will be a unique resource for the solar physics community, while also serving as an interface to solar data for the Space Weather, Climate Physics and Astrophysics communities. 

Project Partners 
EGSO consists of eight partners from across Europe, and has close links with two key US institutions: 

University College London (UK) - Coordinating Group, Dept Space and Climate Physics (UCL-MSSL) 

Contact: Bob Bentley -Project Coordinator 

Department of Computer Science (UCL-CS) 

Contact: Anthony Finkelstein 
Rutherford Appleton Laboratory (RAL) (UK) , Dept Space Science and Technology 

Contact: Dave Pike 
Istituto Nazionale di Astrofisica (INAF) (Turin, Italy) ; Includes the Observatories of Turin, Naples, Trieste and Arcetri 


Contact: Ester Antonucci 
Politecnico di Torino (Polito) (Turin, Italy) , Dept Control and Computer Engineering 

Contact: Luigi Ciminiera 
Observatory of Paris-Meudon (Meudon) (Meudon, France) 


Contact: Jean Aboudarham 
Institut d'Astrophysique Spatiale (IAS) (Orsay, France) ; Jointly funded by CNRS and University Paris-Sud 


Contact: Isabelle Scholl 
University of Bradford (UK) , Department of Cybernetics 



Contact: Valentina Zharkova 
University of Applied Sciences, Aargau (UAS) (Brugg, Switzerland), Institut fur Informatik 

Contact: Andre Csillaghy 
Solar Data Analysis Center, NASA-GSFC (Washington DC, USA) 


Contact: Joe Gurnan 
National Solar Observatory (NSO-NOAO) (Tuscon AZ, USA) 

Contact: Frank Hill

NVO – US National Virtual Observatory

http://www.us-vo.org/  

Description.  NVO is an NSF-funded US program to meet the next generation information requirements of astronomers. New standards for astronomical data for access, publishing, discovery, and interoperability are being developed cooperatively with the astronomical community. The emphasis is on maximum return for minimal change in procedure – from either publishers or consumers of data. Will be adding 500 TB/yr from 2004.
Vision: research results from on-line data that will be just as rich as those from "real" telescopes.

· multi-terabyte on-line databases interoperating seamlessly

· Interlinked catalogs

· Sophisticated query engines

International Virtual Observatory Alliance has been established to coordinate similar initiatives within the world-wide astronomical community.
VSN – Virtual Seismic Network

http://eqinfo.ucsd.edu/vsn/
Developers: IRIS

Within the last several years, a new and effective real-time system for transporting and processing seismic data has been developed. This system, known as Antelope, makes it possible to integrate near  real-time data from many diverse data sources over the internet into a complete real-time seismic processing system that includes detection, network triggering, event association, and preliminary  location and magnitude estimates.

ViRBO - Virtual Radiation Belt Observatory

Developers: D. N. Baker, J.C. Green, H. W. Kroehl, E. Kihn,

Description:  VRBO will bring together near-Earth particle and field measurements acquired by NASA, NOAA, DoD, DOE, and other spacecraft. Measurements will be aggregated into a readily accessible database along with analysis, visualization, and display tools that will make radiation belt information available and useful both to the scientific community and to the user community. Data from the various agencies, along with models being developed under the auspices of the National Science Foundation Center for Integrated Space Weather Modeling (CISM), will help us provide an excellent ‘climatology’ of the radiation belts over the past several decades. VRBO will also provide up-to-date date specification of conditions for event analysis and anomaly resolution. Also being examined is the possibility for near-realtime acquisition of data and utilization of CISM-developed forecast tools in order to provide users with advanced space weather capabilities.

Status: Concept development, early planning, establishing partnerships.

[Ref:  Dan Baker et al.’s abstract for COSPAR 2004, Paris]

VHO – Virtual Heliospheric Observatory 

http://vho.nasa.gov/ 

· See Dan’s ppt for Fall AGU’03

· The ‘L1-in-situ’ community is self-organizing under the leadership of Adam Szabo

· NRA for the L1 Cluster

· Submitted a white paper with a design concept
VHO Team Members 

Andrew Davis       CalTech 

George Ho                    APL 

Fred Ipavich               University of Maryland 

Justin Kasper             MIT 

Davin Larson              Berkeley 

Tom Narock                    L3/GSFC 

Aaron Roberts            GSFC 

Peter Schroeder         Berkeley 

Ruth Skoug                 LANL 

John Steinberg           LANL 

Adam Szabo               GSFC 

Jon Vandergriff         APL 
VSO – Virtual Solar Observatory

http://vso.nso.edu/ 

http://umbra.nascom.nasa.gov/vso/ 

http://vso.stanford.edu/ 

VSO Team members

Natl Solar Observatory:
Frank Hill; Igor Suarez-Sola; Steve Wampler

Stanford University:
Rick Bogart; Karen Qing Tian

Montana State Univ:  
Alisdair Davey (and SwRI); Piet Martens; Keiji Yoshimura

NASA-GSFC: 

George Dimitoglou (and EER); Joe Gurman; Joe Hourclé
Description
The Virtual Solar Observatory (VSO) is a software system linking together distributed archives of solar data into a unified whole, along with data search and analysis tools. 

The Virtual Solar Observatory (VSO) is a bottom-up grassroots approach to the development of a distributed data system for use by the solar physics community. The beta testing version of the VSO was released in December 2003.
Activities
Starting prototype: NSO in the lead, with SDAC, Stanford, MSU

Looking ahead: 
Evaluate utility for and acceptance by the solar research community.

Link new ‘analyst’s tools’ into the VSO architecture.

Ref: Dan’s ppt for Fall AGU’03

VSPO – Virtual Space Physics Observatory

 http://vspo.gsfc.nasa.gov/websearch/html/VSPO.html  
Funded by NASA's Living With a Star Targeted Research and Technology Program, with seed funding from the Applied Information Systems Research Program 

PI:   D. Aaron Roberts, NASA GSFC 

Software Developer: Vasili Rezapkin, Aquilent 

Content Development: Joe King, QSS 

Data Model Development: The SPASE collaborative 
Thanks to:  The LWS Ad Hoc Data Environments Working Group,   Members of the VHO , SRAS, VSO ,SPDML, EGSO, CoSEC,  and MIDL teams, various people at NSSDC /SPDF, and many others.
Description.  Current plans at both the NASA and the community wide Sun-Earth connection level include making data easily available from all missions relevant to the global problem of the effects of solar particles and fields on the Earth. The VSPO is an evolving system for accomplishing this task. The basic philosophy, shared with the Virtual Solar Observatory and many other such projects, is to register data products from disparate repositories using a common language that allows searching across datasets in a uniform way.

VSTO – Virtual Solar-Terrestrial Observatory

http://cedarweb.hao.ucar.edu/community/presentations/CEDAR2004_VSTO.pdf

VGMO – Virtual Geomagnetic Observatory. 

University of Michigan leads this effort for organizing the worldwide geomagnetic community. A prototype is developed and can be tested at http://maggy.emgin.umich.edu/mist/
http://maggy.engin.umich.edu/mist/vgmo.html 

VMOs – Virtual Magnetospheric Observatories 

· See Dan’s ppt for Fall AGU’03

· VMO for radiation belts - see Dan’s ppt for NGDC presentation jan’04

· VMO for world plasma density maps using ULF waves - see Brian Fraser’s ppt for NGDC presentation jan’04 
· Several initiatives - Space Physics Archive Search & Exchange (SPASE), etc.

· Presentation at Yosemite conference in Feb 03.

· LWS data systems engineering is prototyping capabilities w/ Polar/Wind/Geotail data.

VItmO

· See Dan’s ppt for Fall AGU’03

· Organized a white paper around the TIMED data system.

· Discussing at GEM, CEDAR meetings, etc.
Candidate areas for virtual observatories

(to be checked out – some areas may already have virtual observatories or plans for them)  

· Integrated global atmosphere observing system (see COSPAR)

· Tropical Pacific Ocean and global atmosphere observing system (see COSPAR)

· INTERMAGNET geomagnetic observatories

· Magnetic field survey satellites

· Remote sensing of the Earth; the Earth from space

· Hazard warning systems – tsunami, earthquakes, extreme weather events

· Space weather conditions; radio communication indicators

· Oceans, physical oceanography

· Volcanos

· Weather; clouds

· Antarctica

· Atmosphere and Ozone monitoring; greenhouse gas content

